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1. INTRODUCTION 

Neutron multiplicity counting is the most commonly used nondestructive assay technique for determining 

the plutonium mass within containers of scrap PuO2 or mixed oxide (MOX). In multiplicity analysis, the 
240Pueff mass, leakage multiplication, and alpha ratio (the ratio of [α, n]-to-spontaneous fission neutron 

production) are the three primary unknown sample properties. They must be determined simultaneously. 

To solve for these three unknowns in a multiplicity assay, three measured values are needed: the singles, 

doubles, and triples neutron count rates. While the analysis is limited to solving for three unknowns, there 

are many additional factors that impact the observed count rates and contribute to the measurement 

uncertainty. 

In this study we investigate the various uncertainty contributors for the multiplicity analysis through a 

combination of traditional uncertainty propagation techniques supplemented by Monte Carlo simulations 

to address the dependences not explicitly expressed by the point source model. Uncertainties arising from 

counting statistics, calibration parameters, calibration method, nuclear data, and various material 

characteristics (isotopic abundances, chemical form, density, and impurities) are considered. A Total 

Measurement Uncertainty (TMU) estimate is then developed from these uncertainty contributors. 

This study is confined to multiplicity analysis of items commonly encountered in international safeguards 

applications. That is, the study focused on Pu oxides and MOX materials for the masses ranging up to 

4000 grams total Pu. Multiplicity measurements were simulated using MCNP V6 [1] based on the 

Plutonium Scrap Multiplicity Counter (PSMC) [2] [3], Epithermal Multiplicity Counter (ENMC) [4], 

Pyrochemical Multiplicity Counter, and Large Epithermal Multiplicity Counter (LEMC) [5] for this 

study; however, this report focuses on the parameterization of the uncertainties for the PSMC. The 

performance differences between the PSMC and the other multiplicity counting systems are relatively 

small, primarily manifesting in the impact on measurement precision so that the evaluation developed for 

the PSMC can be applied to the other multiplicity counting systems. 

Finally an analysis tool, the Multiplicity TMU Estimator, was developed from this study to serve as an aid 

for evaluation of the total measurement uncertainty of multiplicity assay results obtained from the 

commonly used INCC [6] acquisition and analysis software.  

2. THE POINT MODEL EQUATIONS 

Multiplicity analysis is based on the point model [7], using three measured rates (single neutron rate [S] 

and double [D] and triple [T] neutron coincidences) to solve for three unknown properties of the sample:  

 𝑆 = 𝑚240 ⋅ 𝛷 ⋅ 𝑀 ⋅ 𝜀 ⋅ 𝜈𝑠1 ⋅ (1 + 𝛼) ,  
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where 

m240 = the 240Pueff mass,  

  = the spontaneous fission rate per gram 240Pu,  
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M  = the self-leakage multiplication,  

ε = the neutron detection efficiency,  

fd = the doubles gate fraction,  

ft = the triples gate fraction,  

α = the ratio of uncorrelated to correlated neutron emission, and 

321 ,, sss   and 
321 ,, iii   = the spontaneous and induced fission prompt factorial moments, 

respectively.  

With three measured rates, we can elect to solve for any of the following combinations of three 

unknowns.  

• Known efficiency: solve for m240, α, M 

• Known alpha: solve for m240, ε, M 

• Known multiplication: solve for m240, α, ε 

• Known mass: solve for M, α, ε  

This study is limited to the development of  the TMU approach for the known efficiency analysis. 

2.1 LIMITATIONS OF THE POINT MODEL 

The point model requires many simplifying assumptions to be true in order to be successfully applied. 

However, these assumptions are rarely met in practice. Even for seemingly simple cases, such as a 

hypothetical non-multiplying point source, the model fails and adjustments to nuclear data or detector 

parameters must be made to obtain accurate assay results. This fundamental limitation of the point model 

is easily demonstrated through use of MCNP simulations.  

The point model requires not only that the spontaneous and induced fission neutron energy distributions 

be identical but also that the (α, n) neutron energy distribution is the same as the fission distributions. 

When these energy distributions differ, the three different sources of neutrons within the sample are 

characterized by different induced fission rates, induced fission moments, and detection efficiencies. 

These differences are not accounted for by the model. These limitations of the point model are well 

known; however, it is generally assumed that the impact is negligible for low-mass, low-multiplication, 

small-volume samples (e.g., a point source). But let us consider the measurement of a small (<<1 g) fuel-

grade Pu oxide sample using a standard multiplicity assay system such as the PSMC in MCNP 

simulation.  

The source is defined as a 1 mg total Pu mass of fuel-grade material (240Pueff = 25% with 1% 241Am 

content) with alpha = 0.76. The source is placed at the center of the PSMC assay cavity. The (, n) 

neutron energy distribution is estimated using Sources 4C, and the 240Pu spontaneous fission distribution 

is defined as a Watt distribution. The first deviation from the model observed is that the neutron detection 

efficiency for the 240Pu spontaneous fission neutrons is 1.03× greater than the detection efficiency for the 

(α, n) neutrons. This is because the average neutron energy from the oxygen (α ,n) neutrons is greater (2.5 

vs 1.9 MeV) than the spontaneous fission neutron energy. This raises the question of what characteristic 

detection efficiency to use for the counter? The common approach, using the average neutron detection 

efficiency for the PuO2 item (whether from simulation or measurement), would result in a ~2% bias in the 

reported mass value for the hypothetical non-multiplying source. Instead the neutron detection efficiency 

for 240Pu spontaneous fission neutrons must be used to provide the correct mass result. This is obvious 

from the point model equations (PME), where the contribution from (α, n) to the coincidence rate is zero 

for non-multiplying items.  
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For more realistic items with measurable extent and multiplication, the situation is more complicated. For 

these items, the detection efficiency and multiplication vary as a function of position within the item, the 

impact of (α, n) is no longer negligible, and moderators in the item impact both the multiplication and 

detection efficiency, along with many other interferences. 

The items in Table 1 represent a non-inclusive list of potential interferences to the PME-based 

multiplicity analysis. As can be seen in the table, while the typical multiplicity analysis measures three 

count rates (Singles, Doubles and Triples), there are many more potential unknowns. 

These deficiencies in the point model are accommodated by arbitrary adjustments (arbitrary in the sense 

of that these are purely empirical corrections with no basis in model) to the three characteristic neutron 

detector parameters (ε, fd and ft). This approach requires the use of representative standards to determine 

the revised parameters and that the items under assay closely resemble these standards. The “calibration-

free” multiplicity analysis is highly dependent on implementation of a proper calibration methodology. 

Table 1. Variables/Interferences in Multiplicity Analysis. 

Mass of the Fissile Isotopes 

Multiplication 

Item Geometry 

Item Density 

Item Composition 

Isotopic Abundance 

Alpha – relative Measure of (, n) Rate 

Isotopics Distribution 

Age of the Pu 

Elemental Impurities 
240Pueff / g– Weighted Neutron Emission Rates 

Isotopics Distribution 

Age of the Pu 

Actinide Impurities 

Matrix Effects & Packaging  

Moderating 

Reflective 

Absorbing 

Neutron Counter Parameters 

Efficiency (x, y, z, E) 

Die-away Time 

Electronics Dead-time 

Presence of Other Fission Sources 
242Cm, 244Cm, 248Cm 
252Cf 
235U, 238U 

Nuclear Data (used in the algorithm) 

 

 

2.1.1 Extensions to the Point Model 

Various extensions to the PME have been investigated over the years; the two most common techniques 

are the Weighted Point Model [8] [9] [10] [11] [12] [13] [6], which attempts to compensate for variation 

in multiplication through the item, and the Dual Energy Point Model [14] [6] [15] [16] [17], which 

addresses a portion of the impact of neutron energy dependence of the fission and (α, n) events. While 

implementations of these extension are available in analysis software such as INCC, they are not widely 

used at this time. 

2.2 CALIBRATIONS 

There are several potential approaches to the calibration of a multiplicity counting system [18] [15]; 

however, the optimal method depends on the material characteristics of the item (e.g., density, UPu ratio, 

etc.). Because the multiplicity analysis only lets us solve for three unknowns (typically m, M and alpha), 

the range of material characteristics of the item to be assayed must be constrained and each material type 

requires its own calibration to yield an accurate result. The non-ideal detector response (e.g., spatial and 

energy dependences) further confound the analysis.  
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Typically, initial calibration parameters (efficiency, doubles and triples gate fractions) are determined 

using 252Cf. The efficiency is determined using a National Institute of Standards and Testing (NIST) 

traceable 252Cf source. These initial values are adjusted using the Monte Carlo N-Particle software 

package (MCNP) [1, 19] to provide the efficiency for a 240Pu point fission source in the center of the 

assay cavity (note there is an unquantified uncertainty inherent in the use of the MCNP-based efficiency 

scaling factor). Several representative Pu standards are then assayed to adjust the doubles and triples gate 

fractions. The uncertainty characteristics depend upon the calibration methodology and characteristics of 

the representative standards employed, and as the deviations from the calibration conditions increase, the 

associated uncertainties will also increase. 

The initial neutron multiplicity counter calibration will determine the following 

• Neutron detection efficiency for a point source of 252Cf positioned in the cavity center 

• Characteristic Die-Away Time 

• Doubles and Triples Gate Fractions (Gate Utilization parameters) 

• Axial Response Profile 

• Radial Response Profile 

• Dead-time Parameters 

Examples of typical initial characterization parameters are provided in Table 2 for several multiplicity 

counters. (We note that rarely do the characterization documents included uncertainties for these 

parameters.) Following the initial characterization, parameters specific to the items to be assayed will be 

determined either using representative standards or MCNP simulations benchmarked using the 252Cf 

measurements. This follow-on characterization will determine the following. 

• Neutron detection efficiency for Pu assay 

• Revised Gate Fractions  

• Sensitivity to Interferences 

o Potential Correction Factors 

Table 2. Comparison of several neutron multiplicity counters. [5] 

 ENMC [4] PSMC-01 PSMC-HE LEMC 

Assay Cavity (Dia. × H in cm) 20 × 43 20 × 40 21 × 40 40 × 50 

He-3 Tubes 121 80 80 126 

He-3 Partial Pressure (atm.) 10 4 10 10 

Amptek A111 amp/SCA boards 27 19 20 27 

Rings 4 4 4 3 

Efficiency (ε) 65% 55% 62% 51% 

Die-Away (µs) 19.1 49 36 24 

Pre-Delay (µs) 1.5 4.5 3 1.5 

Gate Width (µs) 24 64 46 32 

Doubles Gate Fraction 0.621 0.621 0.593 0.652 

Triple Gate Fraction 0.404 0.392 0.362 0.435 

Sensitivity Reals/g Pu-240 239 171 203 154 

Multiplicity Dead-time (ns) 37.5 54.1 48.1 41.5 
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2.2.1 Die-Away Time 

The die-away time represents the characteristic time required for fast neutrons emitted in the assay cavity 

to slow down to thermal (or epithermal) energies and be detected, absorbed in the counter body, or exit 

the counter. This value itself is only used in the dead-time correction algorithm; however, the die-away 

time of the counter defines the optimal coincidence gate settings and the doubles and triples gate fractions 

(gate utilization factors). These gate fractions and the neutron detection efficiency are key parameters in 

the multiplicity analysis, yet traditionally no errors are assigned to these values.  

The doubles and triples gate fractions, fd and ft, are typically determined by assay of a 252Cf source for a 

series of gate width settings (or, if available, extracted from a list mode data set). The fit to the data must 

include a sufficient number of exponential components to accurately reproduce the curvature of the data 

(typically two or three distinct exponential components are necessary). For a typical cadmium-lined 

neutron multiplicity counter, the doubles rate, D, as a function of gate width is given by the following 

expression: 

𝐷 = ∑ 𝐷𝑖 ∙ 𝑒
−

𝑃
𝜏𝑖 ∙ (1 − 𝑒

−
𝐺
𝜏 𝑖)

𝑛

𝑖

≅ 𝐷1 ∙ 𝑒
−

𝑃
𝜏1 ∙ (1 − 𝑒

−
𝐺
𝜏1) + 𝐷2 ∙ 𝑒

−
𝑃
𝜏2 ∙ (1 − 𝑒

−
𝐺
𝜏 2) , 

where P is the pre-delay, G is the gate width, and τ1 and τ2 are the decay times and D1 and D2 are the 

relative contributions of the two exponentials. Figure 1 shows a typical plot of a gate width measurement 

for an epithermal neutron coincidence counter. A proper fit to the data using the above equation provides 

an estimate of the uncertainty as well as the exponential parameters. Typical uncertainties in the gate 

fractions would be 0.25% for the doubles gate fraction and 0.5% for the triples. However, it should be 

noted that although the gate fractions are characteristics of the coincidence counter and can be determined 

fairly precisely (e.g. ±0.25% for fd), these values may not ultimately be used in the mass assay. As will be 

discussed later, the gate fractions are “adjusted” to accommodate the limitations of the point model.  

  

Figure 1. Example doubles gate fraction curve from a high-efficiency multiplicity counter [20].  

Alternatively, the gate fractions can be determined from the dead-time-corrected rates ratios of a 252Cf 

source. The doubles gate fraction is given by 

𝑓𝑑 =
2

𝜀
∙

𝜈𝑠1

𝜈𝑠2
∙

𝐷

𝑆
 

and the triples gate fraction by 

𝑓𝑡 =
6

𝜀2
∙

𝜈𝑠1

𝜈𝑠3
∙

𝑇

𝑆
  . 
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The resulting gate fractions for the same measurement depicted in Figure 1 are 

fd = 0.5950 ± 0.0060, 

ft = 0.3434 ± 0.0036, and 

Cov(fd, dt) = 2.1E-5. 

In this method, the uncertainty is limited by the uncertainty in the declared activity for the 252Cf source 

and the uncertainties of 𝜈𝑠1, 𝜈𝑠2, 𝑎𝑛𝑑 𝜈𝑠3.  

More recently, list mode data acquisition systems have begun to see more use so that the die-away time 

can be determined from a single measurement. With list mode acquisition, the die-away time will be 

determined by fitting the coincidence rate for a fixed gate width while effectively increasing the pre-

delay.  

2.2.2 Dead-Time Parameters 

The characteristic dead-time parameters for a multiplicity counter are determined using a series of 252Cf 

sources of increasing count rate. Because the 252Cf sources are non-multiplying and (α, n) of 252Cf is 

negligible compared with the spontaneous fission neutron emission rate, the rates ratios for every 252Cf 

source (the exception being aged sources where the longer lived fissioning isotopes begin to have an 

impact) are given by  

𝐷

𝑆
=

𝜀⋅𝑓𝑑

2
⋅

𝜈𝑠2

𝜈𝑠1
  ,    

𝑇

𝑆
=

𝜀2⋅𝑓𝑡

6
⋅

𝜈𝑠3

𝜈𝑠1
   , and    

𝑇

𝐷
=

𝜀⋅𝑓𝑡

3∙𝑓𝑑
⋅

𝜈𝑠3

𝜈𝑠2
 , 

which are constant for a given neutron counting system. Because the dead-time-corrected 

singles::doubles, doubles::triples, and singles::triples count ratios rates should be the same for each 

source, we attribute the difference to electronic dead-time. Fitting these ratios as a function of count rate 

allows the characteristic dead-time parameters and associated uncertainties for the counter to be 

determined. As an example, Figure 2 shows the Triples/Doubles ratio for a series of 252Cf sources of 

increasing activity prior to dead-time correction. The characteristic dead-time parameter for the counter is 

0.25 times the slope of the Triples/Doubles. 

 

Figure 2. Plot of the non-dead-time-corrected triples/doubles rate ratios as a function of the singles count rate 

for a standard PSMC.  
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The typical dead-time parameters and uncertainties for a PSMC without an internal de-randomizer board 

are (as defined for use with the INCC software [6] analysis) 

 a = 0.3093 ± 0.011µs, 

 b = 0.0998 ps, 

 c = 19 ± 19 ns, 

 d= NA, and 

 τ = 109.1 ± 0.5 ns. 

2.2.3 Axial and Radial Response Profiles 

The axial response profile of a multiplicity counter refers to the variation in neutron detection efficiency 

with the height of a point source above the assay cavity floor. For a well-designed neutron counting 

system, the response profile will be relatively flat over the volume of the largest item to be assayed as 

these variations in efficiency are not captured by the PME analysis. A representative axial response 

profile for a PSMC is shown in Figure 3. For use in estimating the impact on TMU, we have developed 

an empirical algorithm that predicts the axial response profile based on the assay cavity height and tube 

ring diameters. This algorithm has been found to reproduce the response profile reasonably well for many 

systems in part due to the similarity in design of most multiplicity counting systems. However, this 

response function was developed only for the purposes of estimating, not correcting for the axial response 

bias. 

The response function is given as  

 𝜀(𝑧) = [4𝜋 −
2∙𝑅𝑐𝑎𝑣

2 ∙(𝑇𝐿
2+4∙𝑧0

2)

(𝑇𝐿
2−4∙𝑧0

2)
2 ] /[4𝜋 − 2 ∙ (𝑅𝑐𝑎𝑣 𝑇𝐿⁄ )2]  ,   (1) 

where  𝑇𝐿 = 1.1 ∙ (𝐻 + 𝑅𝑐𝑎𝑣), 

 H is the internal cavity height, 

 𝑅𝑐𝑎𝑣 is the effective cavity radius which is equal to the radius of the outermost tube ring, and 

 𝑧0 is the distance of the source from the vertical center of the cavity.  

 

Figure 3. Measured axial response profiles for a PSMC compared with the estimates from Eq. (1). 
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The radial response profile refers to the change in neutron detection efficiency for a point source as a 

function of distance from the axial centerline of the cavity, generally at the vertical center of the assay 

cavity. A similar algorithm was developed to represent the radial response profile given by 

 𝜀(𝑟) =   
𝑇𝐿

2

(4𝜋−2∗(𝑅𝑐𝑎𝑣
2 +4∙𝑅0

2))
 ∙

1

(4𝜋−2∗(𝑅𝑐𝑎𝑣 𝑇𝐿⁄ )2)2  , (2) 

where 𝑅0 is the radial offset (distance to the centerline). 

We realized later that the product of the axial and radial response profiles provided a reasonable 

representation of the variation in efficiency throughout the assay cavity volume. The radial response 

profile is given by 

 𝜀(𝑟, 𝑧) =  𝜀(𝑟) ∙ 𝜀(𝑧)  (3) 

or 

 𝜀(𝑟, 𝑧) =  
𝑇𝐿

2

(4𝜋−2∗(𝑅𝑐𝑎𝑣
2 +4∙𝑅0

2))
 ∙

1

(4𝜋−2∗(𝑅𝑐𝑎𝑣 𝑇𝐿⁄ )2)3 ∙ [4𝜋 −
2∙𝑅𝑐𝑎𝑣

2 ∙(𝑇𝐿
2+4∙𝑧0

2)

(𝑇𝐿
2−4∙𝑧0

2)
2 ] .  (4) 

The plots in Figure 4 provide a comparison of the predicted and measured radial response profiles for the 

LEMC at the cavity centerline and near the top of the assay cavity (with the plug installed). The response 

function given in Eq. (4) will be used to estimate the fill height dependence of the assay result.  

 

Figure 4. Comparison of predicted and measured radial response profiles for the LEMC. 

The expressions for radial and axial response can be used to estimate the detector response to partially 

filled containers. For example, Figure 5 shows the MCNP simulated neutron detection efficiency 

averaged over the volume of a 10 cm diameter container of very low-density (non-multiplying) PuO2 as a 

function of fill height relative to a point source in the center of the assay cavity. The figure also shows the 

volume average neutron detection efficiency as a function of fill height for the same counter and container 

using the expression above for 𝜀(𝑟, 𝑧) integrated over the material volume. 
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Figure 5. MCNP simulated average neutron detection efficiency as a function of fill height for a non-

multiplying MOX container in the PSMC relative to a point 240Pu point source in the center of the assay 

cavity.  

The doubles and triples gate fractions have also been examined as a function of fill height using MCNP 

simulations. The gate fractions were found to be independent of fill height (Figure 6) for the non-

multiplying container of MOX material. Figure 7 presents the measured doubles gate fraction for a 252Cf 

point source determined at 19 vertical locations for each of three different radial positions within the 

LEMC illustrating the independence of the gate fraction on the measurement position within the counter. 

 

Figure 6. Doubles and Triples gate fractions as a function of fill height for non-multiplying MOX items, 

illustrating the minimal dependence on height (~0.01%/cm). 
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Figure 7. Doubles gate fraction as a function of position within the LEMC for a 252Cf point source. 

2.2.4 Efficiency Determination Using a 252Cf Point Source 

Often the neutron detection efficiency is established using a 252Cf source placed at the center of the assay 

cavity. The 252Cf source seems ideal because the small masses (< 1E-6 g) produce no measurable 

multiplication, the relative (α, n) yield is essentially zero, and the Cf source material is confined to a very 

small volume. However, due to the short half-lives of the Cf isotopes, the neutron emission rate, 

declaration date, relative isotopic abundances, and declaration date for the isotopic abundances must be 

known. Certified testing facilities such as the NIST will typically determine the yield for a given source to 

1% uncertainty (1 sigma). However, this uncertainty will increase as the source ages due to uncertainties 

in the isotopic declarations, isotopic neutron yields, and half-lives. Use of multiple traceable sources can 

reduce this error somewhat, but unless the sources are certified by independent test facilities, the 

systematic uncertainty quoted by the facility limits the overall accuracy of the efficiency determination.  

It is common practice to determine the 240Pu spontaneous fission neutron detection efficiency using 

MCNP results benchmarked to the 252Cf value. That is, the ratio of the neutron detection efficiencies 

determined using MCNP for 240Pu and 252Cf is multiplied by the measured 252Cf detection efficiency to 

provide the 240Pu detection efficiency. This approach seems reasonable; however, it is not known how 

large an uncertainty is introduced through the MCNP ratio, although this error contribution is typically 

ignored. 

2.2.5 Efficiency Determination Using Plutonium Button Sources 

Button sources are typified by small size, reproducible geometry, and low fissile mass content. Efficiency 

calibration using Pu button sources (e.g., the PIDIE sources [21]) offers the advantage that they are 

macroscopic (the source material can be weighed using high-performance balances, and the isotopic 

composition can be determined through sampling and mass spectrometry). However, the neutron emission 

from these sources will be impacted by the chemical form of the source material and, to some extent, by 

self-multiplication. The presence of (α, n) emission and multiplication will impact the average neutron 

energy and the observed neutron detection efficiency. Sources with minimal (α, n) contribution (e.g., pure 
240PuO2 or PuGa alloys) are preferred. Calibration with low mass, diffuse Pu sources can provide a better 

benchmark for evaluation of assay interferences, providing the 240Pu spontaneous fission detection 

efficiency to accuracies of less than 0.2%. 
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2.2.6 Calibration with Representative Standards 

Using certified 252Cf or 240Pu standards can provide highly accurate values for the neutron counter’s 

characteristic parameters (i.e., dead-time, efficiency and gate fractions); however, if we were to use these 

values in the analysis of the item under assay, the results would likely be disappointing. For example, a 

PSMC was calibrated using 252Cf sources and the detection efficiency adjusted via MCNP simulations [3]. 

The results of the initial 252Cf-based calibration and final calibration using MOX standards are presented 

in Table 3. Note that there were no uncertainties reported for these values. The necessary modifications to 

the parameters were each several times the typical 1 sigma uncertainty for each of those parameters. 

Table 3. Initial and final calibration parameters for a PSMC for use 

with MOX.  

Parameter Initial (252Cf) Final (MOX) 

Efficiency 55.60% 54.3% 

Doubles Gate Fraction 0.6117 0.615 

Triples Gate Fraction 0.3896 0.400 

 

The updated calibration parameters presented in Table 3 were based on the assay of three well-

characterized working standards (the isotopic distribution was determined by mass spec, the total Pu mass 

by weightng and knowledge of the chemical form). While the composition of the items was well known, 

the items were fabricated using the same source material so that the chemical form, isotopic abundances, 

and impurities were the same. This type of calibration is commonplace for multiplicity counting systems 

where only two quantities were varied, multiplication and m240, so that final calibration parameters do not 

necessarily provide a unique solution (note that in this case additional material types were later assayed to 

examine the system response to a broader range of variables). However, if the material properties 

(density, chemical form, UPu ratio, etc.) are fairly constant, then a traditional calibration approach 

(simply increasing the contents of the container) is viable. If, for instance, the UPu ratio is expected to 

vary significantly (say from UPu=1 to UPu=3), then it is more advantageous to create standards of 

constant fill height.  

3. UNCERTAINTY CONTRIBUTIONS 

To examine the TMU, we must first isolate the individual error contributors. The following error 

contributions are considered to have been found to have a significant impact on the multiplicity analysis 

of typical PuO2 and MOX materials. 

Multiplicity Analysis Error Contributors 

Measurement Precision Material Properties 

Detector Characteristics Fill Height 

 Dead-time Density 

 Gate Fractions UPu Ratio 

Efficiency (α, n) emission 

 Axial Response Profile Isotopic Abundances 

 Radial Response Profile Moderation 

Nuclear Data Container Positioning 

 240Pueff conversion factors Container Wall Effects 

 Fission moments  
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3.1 COUNTING STATISTICS 

Counting statistics and measurement precision are often assumed to be the same for multiplicity assay; 

however, this is not the case. There are several additional random error components that contribute to the 

TMU, and these will be considered in the later sections of this report. 

A multiplicity assay is typically acquired as a series of short (~20 s) intervals. The uncertainty in the 

singles, doubles, and triples rates may be determined from the standard deviation of the rates reported for 

each measurement cycle. It is also possible to calculate the uncertainties from the summed rates or 

directly from the histograms. Examination of the collection of cycle-by-cycle rates offers the advantage 

that unexpected factors (e.g., electronic noise) will be directly incorporated into the uncertainty. 

Additionally, calculation of the covariance matrix is straightforward.  

Because the singles, doubles, and triples rates reflect different order moments of the same multiplicity 

distributions, these rates are expected to be correlated and it is important to calculate the covariance 

matrix for each assay. The simplest approach is to analyze the cycle-by-cycle rates assuming these rates 

in each cycle are statistically meaningful and a sufficient number of cycles are available. The uncertainty 

of and covariance for the (singles, doubles, or triples) rates are 

𝜎𝑗 =
1

𝑛 − 1
∑(〈𝑟𝑗〉 − 𝑟𝑗,𝑖)

2
𝑛

𝑖=1

 

and 

𝑐𝑜𝑣(𝑟𝑗, 𝑟𝑘) =
1

𝑛 − 1
∑(〈𝑟𝑗〉 − 𝑟𝑗,𝑖)

𝑛

𝑖=1

∙ (〈𝑟𝑘〉 − 𝑟𝑘,𝑖) , 

where  rj,i, and rk,i are the jth and kth rates (e.g., S, D, or T) of the ith cycle and 

 n is the total number of measurement cycles. 

If the cycle-by-cycle histogram or rates data are unavailable, the singles and doubles rates’ uncertainties 

may also be estimated using the following expressions [22] [23]:  

𝜎𝑆 = √𝜉1/2 ∙ (𝑆 + 𝐵𝑆)/𝑡𝑚 + 𝜎𝐵𝑆

2  , 

and 

𝜎𝐷 = √(2 ∙ 𝑆2 ∙ 𝐺 + 𝐷 + 𝐵𝐷)/𝑡𝑚 ∙ (1 + 8 ∙ 𝛾 ∙
𝐷

𝑓𝑑 ∙ 𝑆
)

1/2

+ 𝜎𝐵𝐷

2    , 

where  𝜉 = √1 +
𝐷

𝑆∙𝑓𝑑
       and 

 𝛾 = 1 − (1 − e−𝐺/𝜏 ) (𝐺/𝜏)⁄  . 

The uncertainty in the triples rates can be determined from the multiplicity histogram as described in Ref. 

[6], or it can be approximated as described by Croft et al. [23] as the following expression: 
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𝜎𝑇 = √1 + 𝑛. 𝑔2.
𝐷 𝑓2⁄

𝑆
. √(𝑇 + 2 ∙ 𝐴𝑇)/𝑡  . 

However, we find that for MOX and 252Cf measurements the following relation adequately represents the 

observed triples standard deviation: 

𝜎𝑇 ≅ √2 ∙
(𝑆3 ∙ 𝐺2 + 𝑇 + 𝐵𝑇)

𝑡𝑚
+ 𝜎𝐵𝑇

2  . 

Alternatively, the triples uncertainty can be determined by dithering the elements of the multiplicity 

histograms. In this approach, a collection of histograms is built up where the counts in each bin of the 

histogram are randomly adjusted about the recorded value based on a normal distribution. Then the 

complete histogram is renormalized also using a normal distribution based on the total number of counts 

in the acquisition. Typically, 1000 randomized histograms are created and analyzed to provide 1000 sets 

of singles, doubles, and triples rates and the average rates’ uncertainties and covariance matrix. We find 

the rates’ uncertainties determined from the dithering process provide reasonable agreement, with the 

uncertainties determined from the standard deviation of the measured rates. Currently the dithered results 

are used as a check on the measured values to identify inconsistencies in the data. We note that the 

covariance matrix derived from the dithered rates often bears little resemblance to the measured 

covariance matrix; however, they provide equivalent impact on the overall mass uncertainty. 

For uncertainty analysis, the observed standard deviation of the cycle-by-cycle rates provides a more 

realistic representation of the uncertainty and is preferred over the analytical representations. 

3.1.1 Impact of the Counting Statistics on the Mass Result 

Much of the following discussion can be found in the INCC software manual; however, we solve for the 

multiplication first, alpha second, and mass third, resulting in slightly different expressions of the same 

values (note that the results are the same).  

3.1.1.1 Solving for Multiplication 

The point model equations are arranged to eliminate m240 and α to provide a third-order polynomial in 

terms of M. 

  𝑘1 + 𝑘2 ∙ 𝑀 + 𝑘3 ∙ 𝑀2 + 𝑀3 = 0 , 

where 

𝑘1 =
−6 ∙ 𝑇 ∙ 𝜈𝑠2 ∙ (𝜈𝑖1 − 1)

(𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3 ∙ 𝜈𝑖2) ∙ 𝜀2 ∙ 𝑓𝑡 ∙ 𝑆
 , 

𝑘2 =
2 ∙ 𝐷 ∙ [𝜈𝑠3 ∙ (𝜈𝑖1 − 1) − 3 ∙ 𝜈𝑠2 ∙ 𝜈𝑖2]

(𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3 ∙ 𝜈𝑖2) ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆
 , and 

𝑘3 =
6 ∙ 𝐷 ∙ 𝜈𝑠2 ∙ 𝜈𝑖2

(𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3 ∙ 𝜈𝑖2) ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆
− 1 . 
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It is possible to solve this cubic equation directly for the multiplication from the roots of the cubic 

equation [24]; however, the INCC software solves for the multiplication by iteration (Newton-Raphson 

method) of the following equation: 

𝑧 =
−𝑘1 + 𝑘3 ∙ 𝑀2 + 2 ∙ 𝑀3

𝑘2 + 2 ∙ 𝑘3 ∙ 𝑀 + 3 ∙ 𝑀2
  , 

until |𝑀 − 𝑧|<1E-9 [6]. While, perhaps, less elegant than solving the cubic equation,* this approach tends 

to avoid the non-physical roots of the equation. Once M has been determined, the values for m240 and α 

are calculated along with the uncertainties and covariance terms. 

The partial derivatives of the multiplication with respect to the singles, doubles, and triples rates are 

provided below (although we have not exposed the explicit rates dependences in partial derivatives of M, 

this section follows the INCC user manual section “Conventional Multiplicity Assay” [6]). For example, 

the partial derivative of M with respect to the singles rates S is determined from the equation above for 

multiplication.  

𝜕𝑘1

𝜕𝑆
+

𝜕𝑘2

𝜕𝑆
𝑀 + 𝑘2

𝜕𝑀

𝜕𝑆
+

𝜕𝑘3

𝜕𝑆
𝑀2+𝑘32𝑀

𝜕𝑀

𝜕𝑆
+ 3𝑀2

𝜕𝑀

𝜕𝜈𝐼1
= 0 , 

which is rearranged to provide 

𝜕𝑀

𝜕𝑆
= −

𝜕𝑘1
𝜕𝑆

+
𝜕𝑘2
𝜕𝑆

𝑀 +
𝜕𝑘3
𝜕𝑆

𝑀2

𝑘2 + 2 ∙ 𝑘3𝑀 + 3 ∙ 𝑀2
 . 

The partial derivatives of k1, k2, and k3 with respect to the singles rate are 

𝜕𝑘1

𝜕𝑆
=

6 ∙ 𝑇 ∙ 𝜈𝑠2 ∙ (𝜈𝑖1 − 1)

(𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3 ∙ 𝜈𝑖2) ∙ 𝜀2 ∙ 𝑓𝑡 ∙ 𝑆2
=

−𝑘1

𝑆
 , 

𝜕𝑘2

𝜕𝑆
= −

2 ∙ 𝐷 ∙ [𝜈𝑠3 ∙ (𝜈𝑖1 − 1) − 3 ∙ 𝜈𝑠2 ∙ 𝜈𝑖2]

(𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3 ∙ 𝜈𝑖2) ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆2
=

−𝑘2

𝑆
 , 

  

 
* The cubic equation for multiplication can be solved using the Trigonometric method described in CRC Standard 

Mathematical Tables [21]. 

 𝑘1 + 𝑘2 ∙ 𝑀 + 𝑘3 ∙ 𝑀2 + 𝑀3 = 0 

𝑎 = (3 ∙ 𝑘2 − 𝑘3
2) 3⁄   

𝑏 = (2 ∙ 𝑘3
3 − 9 ∙ 𝑘3 ∙ 𝑘2 + 27 ∙ 𝑘1) 3⁄   

𝑑 = 2 ∙ √−𝑎 3⁄   

𝜃 = 𝑎𝑐𝑜𝑠 (3 ∙
𝑏

𝑎∙𝑑
) 3⁄   

The three roots of the equation are 

𝑀 =  𝑑 ∙ 𝑐𝑜𝑠 (
𝜃

3
+ 𝑛 ∙

𝜋

3
) −

𝑘3

3
  , where n = 0, 2, or 4. 

The appropriate root reliably occurs for n =0; this may be verified using the iterative method discussed above. 

𝑀 =  𝑑 ∙ 𝑐𝑜𝑠 (
𝜃

3
) −

𝑘3

3
  . 
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and 

𝜕𝑘3

𝜕𝑆
=

−6 ∙ 𝐷 ∙ 𝜈𝑠2 ∙ 𝜈𝑖2

(𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3 ∙ 𝜈𝑖2) ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆2
=

−(𝑘2 + 1)

𝑆
 

so that  

𝛿𝑀

𝛿𝑆
=

(𝑘1 + 𝑘2 ∙ 𝑀 + (𝑘3 + 1) ∙ 𝑀2)

𝑆 ∙ (𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2)
 . 

Similarly for 
𝛿𝑀

𝛿𝐷
 and 

𝛿𝑀

𝛿𝑇
  we find 

𝛿𝑀

𝛿𝐷
=

−(𝑘2 ∙ 𝑀 + (𝑘3 + 1) ∙ 𝑀2)

𝐷 ∙ (𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2)
 and 

𝛿𝑀

𝛿𝑇
=

−𝑘1

𝑇 ∙ (𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2)
 , 

and the measurement precision in the multiplication is calculated in the traditional way: 

𝜎𝑀 = √(
𝛿𝑀

𝛿𝑆
∙ 𝜎𝑆)

2

+ (
𝛿𝑀

𝛿𝐷
∙ 𝜎𝐷)

2

+ (
𝛿𝑀

𝛿𝑇
∙ 𝜎𝑇)

2

+ 2 ∙ (
𝛿𝑀

𝛿𝑆
∙

𝛿𝑀

𝛿𝐷
∙ 𝑐𝑜𝑣(𝑆, 𝐷) +

𝛿𝑀

𝛿𝑆
∙

𝛿𝑀

𝛿𝑇
∙ 𝑐𝑜𝑣(𝑆, 𝑇) +

𝛿𝑀

𝛿𝐷
∙

𝛿𝑀

𝛿𝑇
∙ 𝑐𝑜𝑣(𝐷, 𝑇)) . 

3.1.1.2 Determining the 240Pu effective mass 

Once the value of M is known,  and the 240Pu mass (m240) can be determined. The 240Pu mass is given by 

𝑚240 =

2 ∙ 𝐷
𝜀 ∙ 𝑓𝑑

−
𝑀 ∙ (𝑀 − 1) ∙ 𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1)

𝜀 ∙ 𝑀2 ∙ 𝜈𝑠2 ∙ Φ
  . 

To determine the uncertainty in the assay value for m240, we take the following partial derivatives: 

𝛿𝑚240

𝛿𝑀
= − (

4𝐷

𝑓𝑑 ∙ 𝜀2 ∙ 𝜈𝑠2 ∙ Φ ∙ M3
+

𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1) ∙ 𝜀 ∙ 𝜈𝑠2 ∙ Φ ∙ M2
) , 

𝛿𝑚240

𝛿𝑆
= −

(1 − 1 𝑀⁄ ) ∙ 𝜈𝑖2

(𝜈𝑖1 − 1) ∙ 𝜀 ∙ 𝜈𝑠2 ∙ Φ
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝑆
  , 

𝛿𝑚240

𝛿𝐷
=

2

𝜈𝑠2 ∙ Φ ∙ 𝜀2 ∙ 𝑓𝑑 ∙ 𝑀2
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝐷
  , 

𝛿𝑚240

𝛿𝑇
=

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝑇
 . 
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The uncertainty in m240 is generally given as 

𝜎𝑚240 = [(
𝛿𝑚240

𝛿𝑆
∙ 𝜎𝑆)

2

+ (
𝛿𝑚240

𝛿𝐷
∙ 𝜎𝐷)

2

+ (
𝛿𝑚240

𝛿𝑇
∙ 𝜎𝑇)

2

+ 2 (
𝛿𝑚240

𝛿𝑆
∙

𝛿𝑚240

𝛿𝐷
∙ 𝑐𝑜𝑣(𝑆, 𝐷) +

𝛿𝑚240

𝛿𝑆
∙

𝛿𝑚240

𝛿𝑇
∙ 𝑐𝑜𝑣(𝑆, 𝑇) +

𝛿𝑚240

𝛿𝐷
∙

𝛿𝑚240

𝛿𝑇
∙ 𝑐𝑜𝑣(𝐷, 𝑇))]

1/2

. 

The covariance terms should be determined from variations in the measured rates. In most software 

packages the covariance is represented by the product of the two uncertainties (e.g., 𝜎𝑆 ∙ 𝜎𝑇) assuming the 

rates are fully correlated. Table 4 shows a comparison of the estimated or fully correlated (i.e., 𝜎𝑆 ∙ 𝜎𝑇) 

covariance matrix and the measured (partially correlated) values for a given assay. In this example case 

the 𝜎𝑚240 was 1.52 g using the measured and 1.13 g using the estimated covariance terms—a 35% 

difference. Hence, it is important to use the measured values when possible. 

Table 4. Comparison of estimated and measured covariance matrices for a typical 

multiplicity assay. 

Rates 
Estimated (fully correlated) 

Covariance Matrix 

Measured (Partially Correlated) 

Covariance Matrix 

183415.13 ± 24.15 583.3 1762.4 3805.7 583.3 410.4 1275.5 

4671.61 ± 72.97 1762.4 5325.2 11499.3 410.4 5325.3 5055.2 

13172.46 ± 157.58 3805.7 11499.3 24831.8 1275.5 5055.2 24832.0 

 

3.1.1.3 Determining the value α  

With both 𝑚240 and M already determined, the value of alpha, α, is calculated as follows: 

𝛼 =
𝑆

𝑚240 ∙ Φ ∙ 𝜀 ∙ 𝜈𝑠1 ∙ 𝑀
− 1 . 

To determine the uncertainty in the assay value for alpha, we take the following partial derivatives: 

𝛿𝛼

𝛿𝑆
= (𝛼 + 1) ∙ (

1

𝑆
−

1

𝑀
∙

𝛿𝑀

𝛿𝑆
−

1

𝑚240
∙

𝛿𝑚240

𝛿𝑆
), 

𝛿𝛼

𝛿𝐷
= −(𝛼 + 1) ∙ (

1

𝑀
∙

𝛿𝑀

𝛿𝐷
+

1

𝑚240
∙

𝛿𝑚240

𝛿𝐷
) , and 

𝛿𝛼

𝛿𝑇
= −(𝛼 + 1) ∙ (

1

𝑀
∙

𝛿𝑀

𝛿𝑇
+

1

𝑚240
∙

𝛿𝑚240

𝛿𝑇
), 

and the uncertainty contribution in the assay value of  due to counting statistics is given by 

𝜎𝛼 = √(
𝛿𝛼

𝛿𝑆
∙ 𝜎𝑆)

2

+ (
𝛿𝛼

𝛿𝐷
∙ 𝜎𝐷)

2

+ (
𝛿𝛼

𝛿𝑇
∙ 𝜎𝑇)

2

+ 2 ∙ (
𝛿𝛼

𝛿𝑆
∙

𝛿𝛼

𝛿𝐷
∙ 𝑐𝑜𝑣(𝑆, 𝐷) +

𝛿𝛼

𝛿𝑆
∙

𝛿𝛼

𝛿𝑇
∙ 𝑐𝑜𝑣(𝑆, 𝑇) +

𝛿𝛼

𝛿𝐷
∙

𝛿𝛼

𝛿𝑇
∙ 𝑐𝑜𝑣(𝐷, 𝑇)) . 
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3.1.2 Predicted Measurement Precision 

Predicting the expected measurement precision for a series of items can be useful for planning a 

measurement campaign and for quality control. The measurement precision of the multiplicity analysis is 

dependent on the 240Pu effective mass, multiplication, and relative (α, n) emission rate. For a given 

material stream and container type, we expect the multiplication as a function of mass to be consistent 

from item to item. Using MCNP or historical data for the multiplicity counter, an expression for the 

typical multiplication can be created. The following expression is a generic form of the empirical 

relationship we have used to evaluate the precision: 

𝑀𝑡𝑦𝑝(𝑚𝑃𝑢) = 1 + 𝑘𝑀1 ∙ (
𝑚𝑃𝑢

𝑚𝑟𝑒𝑓
)

𝑘𝑀1

, 

where 𝑘𝑀1 and 𝑘𝑀2are empirically determined constants, and 𝑚𝑟𝑒𝑓 is a reference total Pu mass. For 

example, for a series of simulated measurements of 2.5 g/cc PuO2 powder packaged in a 10 cm ID 

container, the MCNP-simulated multiplication as a function of mass is shown in Figure 8. For the series 

of simulations shown in the figure, 𝑘𝑀1 = 0.003 and 𝑘𝑀1= 0.5.  

 

Figure 8. MCNP-simulated multiplication as a function of Pu mass for a 2.5 g/cc and a 10 cm ID container. 

With an estimated multiplication function, the measurement precision as function of Pu mass may be 

calculated for various values of α. Figure 9 provides the predicted measurement precision of containers of 

PuO2 in a PSMC for an acquisition time of 10 minutes. Comparison of the current assay result against the 

expected values can provide an indication of potential measurement interferences should the observed and 

predicted differ significantly.  
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Figure 9. Expected measurement precision as a function of Pu mass for high-burnup MOX (240Pueff = 0.33 g/g) 

in the PSMC (600 s count time).  

3.2 DETECTOR PARAMETERS 

3.2.1 Dead-time Parameters 

Neutron multiplicity counters will typically have a large number of pre-amplifiers and integrated de-

randomizer circuits, resulting in small characteristic electronic dead-times (20 to 100 ns) and operated 

with singles count rates of 1E6 cps or lower. The singles rate dead-time correction will be a few percent 

or lower and have a minimal impact on the measurement. However, correction for the doubles and triples 

rate will be several times larger and the uncertainty in the corrections can introduce a bias into the assay 

result. To some extent the bias may be compensated by adjustment of the gate fractions; however, due to 

the complex nature of the dead-time correction [25], the required adjustment will vary with the item’s 

alpha, mass, and multiplication. Figure 10 provides a comparison of the biases introduced into the mass 

assay results for several 252Cf sources and MOX items from a 1% change in the characteristic dead-time 

parameter using a PSMC.  
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Figure 10. Bias in the mass assay result as a function of singles rate introduced by a 1% change in the 

characteristic dead-time parameter. 

The uncertainties in the dead-time parameters have largely been ignored in neutron coincidence counting 

and are rarely quantified and reported. Representative uncertainties for the coincidence dead-time 

parameter, a, and multiplicity dead-time parameter, τ, are given in reference [26]. The typical 

uncertainties for the coincidence dead-time parameter are approximately 0.25%, while for the 

characteristic multiplicity dead-time parameter, the uncertainties will range from 0.5 to 1%. The 

uncertainty in the triples rate dead-time parameter, c, is typically 1 to 2%.  

A description of the dead-time correction algorithms can be found in Refs. [6] and [25]. It should be noted 

that INCC software utilizes the Totals, Reals, and Triples rates rather than the Singles, Doubles, and 

Triples. While there is no significant difference in the computation of the singles and totals rates, the 

dead-time corrections for the Reals and Doubles rates are different quantities. The reals rates are 

determined from the multiplicity histograms using the following expression:  

𝑅 = [(∑(𝑃𝑖 − 𝑄𝑖)

𝑛

𝑖=1

⋅ 𝑖) ⋅ 𝑇𝑚] ⋅ 𝑒(𝑎+𝑏⋅𝑇𝑚)⋅𝑇𝑚  , 

while the doubles rates are determined using the more complex equation 

𝐷 = {∑(𝑃𝑖 − 𝑄𝑖)

𝑛

𝑖=1

⋅ [1 + ∑ (
𝑖 − 1
𝑗 + 1

)
(𝑗 + 1)𝑗𝜑𝑗

[1 − (𝑗 + 1) ⋅ 𝜑]𝑗+2

𝑖−2

𝑗=0

]} ⋅ 𝑇𝑚 ⋅ 𝑒𝜏⋅𝑇𝑚 ⋅ 𝑒𝑐⋅𝑇𝑚  , 

which is more closely related to the expression for the dead-time corrected triples rates. 

𝑇 = [∑ 𝛽𝑖(𝑃𝑖 − 𝑄𝑖)

𝑛

𝑖=2

− ∑ 𝑎𝑖(𝑃𝑖 − 𝑄𝑖) ⋅

𝑛

𝑖=1

∑ 𝛼𝑖 ⋅ 𝑄𝑖

𝑛

𝑖=1

] ⋅ 𝑒−𝜏⋅𝑇𝑚 ⋅ 𝑒−𝑑⋅𝑇𝑚 ⋅ 𝑇𝑚 , 

where  

𝛼𝑖 = 1 + ∑ (
𝑖 − 1
𝑗 + 1

)
(𝑗 + 1)𝑗𝜑𝑗

[1 − (𝑗 + 1) ⋅ 𝜑]𝑗+2

𝑖−2

𝑗=0
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and 

𝛽𝑖 = 𝛼𝑖 − 1 + ∑ (
𝑖 − 1
𝑗 + 2

)
(𝑗 + 1)(𝑗 + 2)𝑗𝜑𝑗

[1 − (𝑗 + 2) ⋅ 𝜑]𝑗+3

𝑖−3

𝑗=0

 . 

In principle, the inherent information in covariance between the Doubles and Triples rate is lost by 

replacing the Doubles rate with the Reals rate. (This author believes the replacement of the Singles and 

Doubles rates with the Totals and Reals in the analysis was part of an effort to simplify the multiplicity 

report format and eliminate confusion as to why there were slight differences between the reported Reals 

and Doubles rates.) However, because it has been in common use since the late 1990s, we have adopted 

the method described in the INCC software manual for this evaluation. 

The uncertainty of the dead-time correction impacts the Singles, Doubles, and Triples rates as a 

systematic rather than a random contribution. The contributions were evaluated by determining the partial 

derivatives of the mass response with respect to the individual dead-time parameters computationally 

(rather than analytically). Evaluation of a standard PSMC, the total contribution from the dead-time 

correction was found to be ~0.1% for singles count rates of less than 250 kcps.  

3.2.2 Efficiency and Gate Fractions 

This section discusses only the error contribution associated with the uncertainties of the neutron 

detection efficiency and gate fractions (𝜎𝜀, 𝜎𝑓𝑑
 and 𝜎𝑓𝑡

). The more problematic errors associated with the 

application of the point model will be discussed in the later sections of this report. This section only 

considers the direct error propagation of the detection efficiency and gate fractions through the point 

model analysis. 

𝑚240 =

2 ∙ 𝐷
𝜀 ∙ 𝑓𝑑

−
𝑀 ∙ (𝑀 − 1) ∙ 𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1)

𝜀 ∙ 𝑀2 ∙ 𝜈𝑠2 ∙ Φ
  . 

To evaluate the impact of the neutron counter detection parameters on 𝑚240, we follow a methodology 

similar to that in Section 3.1.1 for the measurement precision. First, the partial derivatives of the 

multiplication with respect to the efficiency, doubles gate fraction, and triples gate fraction are 

determined:  

𝛿𝑀

𝛿𝜀
=

(2 ∙ 𝑘1 + 𝑘2 ∙ 𝑀 + (𝑘3 + 1) ∙ 𝑀2)

𝜀 ∙ (𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2)
 , 

𝛿𝑀

𝛿𝑓𝑑
=

−(𝑘2 ∙ 𝑀 + (𝑘3 + 1) ∙ 𝑀2)

𝑓𝑑 ∙ (𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2)
 , 

𝛿𝑀

𝛿𝑓𝑡
=

𝑘1

𝑓𝑡 ∙ (𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2)
 . 

The error contribution to the reported 240Pueffective mass, 𝑚240, due to the uncertainty in the efficiency 

value is expressed as 
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𝜎𝑚240,𝜀 = √(
𝛿𝑚240

𝛿𝜀
𝜎𝜀 +

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜀
)

2

𝜎𝜀
2   , 

where 

𝛿𝑚240

𝛿𝜀
=

−4 ∙ 𝐷

𝑓𝑑 ∙ 𝑀2 ∙ 𝜈𝑠2 ∙ Φ ∙ 𝜀3
+

(𝑀 − 1)

𝑀
∙

𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1) ∙ 𝜈𝑠2 ∙ Φ ∙ ε2
 

and  

𝛿𝑚240

𝛿𝑀
=

−4 ∙ 𝐷

𝑓𝑑 ∙ 𝜈𝑠2 ∙ Φ ∙ 𝜀2 ∙ 𝑀3
−

𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1) ∙ 𝜈𝑠2 ∙ Φ ∙ ε ∙ 𝑀2
  . 

Figure 11 shows the impact on the assay result from a relative 1% uncertainty in the neutron detection 

efficiency as a function of total Pu mass for different alpha values. As can be seen in the figure, the 

resulting bias is not only dependent on the Pu mass but also on alpha due to the increasing multiplication. 

More importantly, as can be seen, the resulting bias is not always positive or negative.  

 

Figure 11. Bias introduced in the reported assay mass value for the measurement of high-burnup MOX 

materials in the PSMC where the efficiency has been biased high by 1%. 

The error contributions to the reported 240Pueffective mass, 𝑚240, due to the uncertainty in the doubles gate 

fraction is given as  

𝜎𝑚240,𝑓𝑑
= √(

𝛿𝑚240

𝛿𝑓𝑑
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝑓𝑑
)

2

∙ 𝜎𝑓𝑑
2  , 

where 

𝛿𝑚240

𝛿𝑓𝑑
=

−2 ∙ 𝐷

𝑓𝑑
2 ∙ 𝑀2 ∙ 𝜈𝑠2 ∙ Φ ∙ 𝜀2

  . 
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Figure 12 shows the impact on the assay result from a 0.25% relative uncertainty in the doubles gate 

fraction as a function of total Pu mass for different alpha values.  

 

Figure 12. Bias introduced in the reported assay mass value for the measurement of high-burnup MOX 

materials in the PSMC if the doubles gate fraction is biased low by 0.25%. 

The error contributions to the reported 240Pueffective mass, 𝑚240, due to the uncertainty in the triples gate 

fraction is given as  

𝜎𝑚240,𝑓𝑡
=

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝑓𝑡
∙ 𝜎𝑓𝑡

 . 

Figure 13 shows the impact on the assay result from a 0.5% relative uncertainty in the triples gate fraction 

as a function of total Pu mass for different alpha values.  

 

Figure 13. Bias introduced in the reported assay mass value for the measurement of high-burnup MOX 

materials in the PSMC if the triples gate fraction is biased low by 0.5%. 
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Figure 11 through Figure 13 examine the impact of the detector parameters on the assay result as a 

function of mass and do not take covariance into account. Examination of the point model equations 

shows that gate fractions are always present as a product with the efficiency. From this it seems likely that 

the gate fractions and efficiency will be correlated and that the covariance terms will be important. 

However, calibrations with 252Cf sources which have no significant multiplication or alpha result in 

insignificant covariance between the doubles and triples gate fractions. For example, the results of a 252Cf-

based calibration of a multiplicity gave the following values for fd and ft. 

 

fd = 0.6325 ± 0.0011 

ft = 0.4097 ± 0.0016     cov(fd, ft) = 1.32E-05 

If the gate fractions are later adjusted to accommodate for the limitations of the point model during 

representative calibrations, the covariance may or may not be negligible. 

3.3 240Pu–EFFECTIVE SCALING FACTOR  

The isotopic distribution of the Pu introduces uncertainties in a number of ways such as the intensity and 

energies of the emitted (α, n) neutrons. However, the multiplicity analysis only makes use of the isotopic 

distribution to determine the 240Pu-effective mass scaling factor, meff. The multiplicity analysis is 

performed in terms of an effective 240Pu mass because it is generally the dominant source of spontaneous 

fission within a Pu sample. The 240Pu-effective mass represents the mass of 240Pu that would provide the 

same coincidence rate as the sum of all fissioning isotopes contained within the item. 

The 240Pu-effective scaling factor, 𝑚𝑒𝑓𝑓, is given by 

𝑚𝑒𝑓𝑓 = 𝑓𝐴𝑚 ∙ 𝑘𝐴𝑚 + ∑ 𝑘𝑃𝑢𝑛
∙ 𝑓𝑃𝑢𝑛

𝑛

 , 

where kAm and kPu represent the specific 240meff weighting factors for each isotope (based on the 

spontaneous fission rate and 𝜈2), and fAm and fPu are the relative Am and Pu isotopic abundances (in wt%) 

at time of assay, respectively. 

 

The uncertainty contributors impacting the value of 240Pueff arise from the isotopic declaration, isotopic 

decay parameters, and weighting factors.  

𝜎𝑚𝑒𝑓𝑓
2 = (𝑘𝐴𝑚

2 ∙ 𝜎𝑓𝐴𝑚

2 + 𝑓𝐴𝑚
2 ∙ 𝜎𝑘𝐴𝑚

2 ) + ∑ (𝑘𝑃𝑢𝑛

2 ∙ 𝜎𝑓𝑃𝑢𝑛

2 + 𝑓𝑃𝑢𝑛

2 ∙ 𝜎𝑘𝑃𝑢𝑛

2 ) .

𝑛

 

3.3.1 Isotopics Decay Correction and Uncertainty 

The relative isotopic abundances will be provided either by mass spectrometry, alpha spectroscopy, or 

gamma-ray spectroscopy. The item assay may not take place until years following the isotopic declaration 

so that a decay correction must be applied. Keeping in mind that the relative abundances are given with 

respect to the current total Pu mass, the decay-corrected Pu isotopic mass fractions are given by the 

following expression: 

𝑓𝑃𝑢𝑛
= 𝑓𝑃𝑢𝑛,0 ∙ 𝑒−𝜆𝑃𝑢𝑛∙𝑡/ ∑ 𝑓𝑃𝑢𝑛,0 ∙ 𝑒−𝜆𝑃𝑢𝑛∙𝑡

𝑛

  . 
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The 241Am decay must include the ingrowth from the decay of 241Pu, so the decay-corrected 241Am 

abundance relative to the total Pu mass is given by 

𝑓𝐴𝑚241
≅

𝑓𝐴𝑚241,0 ∙ 𝑒−𝜆𝐴𝑚241 ∙𝑡 +
𝜆𝑃𝑢241

𝜆𝐴𝑚241
− 𝜆𝑃𝑢241

∙ 𝑓𝑃𝑢241,0 ∙ 𝑒−𝜆𝑃𝑢241∙𝑡 ∙ (𝑒−𝜆𝑃𝑢241 ∙𝑡 − 𝑒−𝜆𝐴𝑚241∙𝑡)

∑ 𝑓𝑃𝑢𝑛,0 ∙ 𝑒−𝜆𝑃𝑢𝑛∙𝑡
𝑛

  , 

where 𝒇𝑷𝒖𝒏,𝟎
 are the mass fractions of the various Pu isotopes at time of the Pu declaration, 

𝒇𝑷𝒖𝒏
 are the mass fractions of the various Pu isotopes decay corrected to the assay date and 

normalized so that the sum of the Pu mass fractions will equal 1, 

 n is the atomic number of the Pu isotope (e.g., 238, 239, …),  

𝒇𝑨𝒎𝟐𝟒𝟏,𝟎 is the mass fraction of 241Am relative to the sum of the decay-corrected Pu isotopes on 

the Am declaration date with buildup of 241Am from 241Pu decay, 

𝒇𝑨𝒎𝟐𝟒𝟏 is mass fraction of the decay-corrected 241Am relative to the sum of the decay-corrected Pu 

isotopes at the assay date, and 

 𝒕 is the time between the assay date and the relevant declaration date. 

The half-lives and uncertainties of the isotopes generally of concern to multiplicity measurements are 

presented in Table 5.  

Table 5. Isotopic data for decay correction. 

Isotope Half Life (y) [27] λ (1/s) 

Pu-238 87.74 ± 0.09 2.50E-10 ± 2.6E-13 

Pu-239 24100 ± 30 9.11E-13 ± 1.1E-15 

Pu-240 6560 ± 7 3.35E-12 ± 3.6E-15 

Pu-241 14.35 ± 0.10 1.53E-09 ± 2.1E-11 

Pu-242 376000 ± 2000 5.84E-14 ± 3.1E-16 

Pu-244 8.26E+07 ± 9.0E+05 2.66E-16 ± 2.9E-18 

Am-241 433.6 ± 0.50 5.07E-11 ± 5.8E-14 

Cf-252 2.645 ± 0.01 8.30E-09 ± 2.5E-11 

 

The uncertainties in the isotopic decay corrections for each of the Pu isotopes and 241Am are given by the 

following: 

𝜎𝑓𝑃𝑢𝑛
= √((

𝑓𝑃𝑢𝑛

𝑓𝑃𝑢𝑛,0
) ∙ 𝜎𝑓𝑃𝑢𝑛,0

)

2

+ ((
𝑓𝑃𝑢𝑛−𝑓𝑃𝑢𝑛

2

𝑓𝑃𝑢𝑛,0
) ∙ 𝑡 ∙ 𝜎𝜆𝑃𝑢𝑛

)

2

 , 

and 

𝜎𝑓𝐴𝑚241

= √(
𝑓𝐴𝑚241

𝑓𝐴𝑚241,0
)

2

∙ 𝜎𝑓𝐴𝑚241,0
2 + (

𝑓𝐴𝑚241

𝑓𝐴𝑚241,0
)

2

∙ 𝑡2 ∙ 𝜎𝜆𝐴𝑚241

2 + (𝑓𝐴𝑚241
− 𝑓𝐴𝑚241,0 ∙ 𝑒−𝜆𝐴𝑚241 ∙𝑡) ∙ 𝜎𝑓𝑃𝑢241

2
 . 
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3.3.2 240Pueffective Uncertainty due to the Isotopic Declaration and Decay Correction 

The multiplicity analysis is performed in terms of an effective 240Pu mass because it is generally the 

dominant source of spontaneous fission within a Pu sample. The spontaneous fission contributions of 
238Pu and 242Pu are weighted based on their isotopic abundance and relative spontaneous fission rates. The 

values for 238Pu and 242Pu are taken from Ref. [28].  

There is a significant difference in the uncertainty arising from isotopic data provided from destructive 

and nondestructive means. While the uncertainties in the isotopic abundances obtained from destructive 

analysis methods (e.g., isotope dilution mass spectrometry) may be of the order of 0.1%, gamma-ray 

spectroscopy methods will typically provide uncertainties on the order of 1% (10× larger). Table 6 

provides example results for a high-burnup/high-241Am item determined using a commonly accepted 

gamma-ray isotopics code.  

Table 6. Example Pu isotopic decay correction. 

Isotope Declared Abundance Decay Corrected to Assay Date 

Pu-238 1.167 ± 0.008 1.147 ± 0.010 

Pu-239 64.115 ± 0.321 64.596 ± 0.456 

Pu-240 26.137 ± 0.178 26.326 ± 0.253 

Pu-241 5.059 ± 0.031 4.382 ± 0.039 

Pu-242 3.521 ± 0.352 3.548 ± 0.501 

Am-241 3.232 ± 0.020 3.853 ± 0.037 

 
Pu Date: Apr 19 1992 

Am Date: Apr 19 1992 
Assay Date: Jun 06 1995 

240Pueff     0.3531 ± 0.0090 

 

3.3.3 240Pueffective Conversion Constants Contribution 

As stated in the previous section, the multiplicity analysis is performed in terms of an effective 240Pu mass 

because it is generally the dominant source of spontaneous fission within a Pu sample. The uncertainty in 

the 240Pueff value includes an additional contribution due to the uncertainty in the nuclear data. The 

spontaneous fission contribution weighting factors each have an associated uncertainty and are presented 

in Table 7. 

Table 7. Isotopic data for decay correction (values for 
238Pu and 242Pu from Ref. [28], values for 244Pu and 241Am 

are estimates). 

Isotope 240Pu Equivalent 

Pu-238 2.566 ± 0.235 

Pu-240 1 ± 0 

Pu-242 1.702 ± 0.036 

Pu-244 1.75 ±0. 17 

Am-241 0.0017 ± 0.0001 

 

The corresponding uncertainty contribution for the 240Pueffective fraction, 𝜎𝑒𝑓𝑓, is expressed as  
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𝜎𝑚𝑒𝑓𝑓
2 = 𝑓𝐴𝑚

2 ∙ 𝜎𝑘𝐴𝑚

2 + ∑ 𝑓𝑃𝑢𝑛

2 ∙ 𝜎𝑘𝑃𝑢𝑛

2   .

𝑛

 

Generally the contributions from 241Am and 244Pu may be ignored so that the value of 𝜎𝑒𝑓𝑓 and error 

contributors and given by the following expression [28], [20] 

𝑚𝑒𝑓𝑓 = (2.566 ± 0.235) ∙ 𝑓𝑃𝑢238 +  𝑓240 + (1.702 ± 0.036) ∙ 𝑓242 . 

To illustrate the magnitude of this bias, consider high-burnup MOX materials with 1.5 wt% 238Pu, 5 wt% 
242Pu, and 1 wt% 241Am. The error contribution to the mass result is  

𝜎𝑚𝑒𝑓𝑓

𝑚𝑒𝑓𝑓

= √ (0.235 ∙ 0.015)2 + (0.036 ∙ 0.05)2    =  ~0.5% . 

We should note that the values for 240Pu effective differ from those listed in the INCC User’s Manual [6], 

which in turn are based on values derived from the PANDA manual [29]. However, there are no error 

estimates associated with the PANDA values, which appears to leave out a potential significant source of 

bias. However, for material streams with a limited range of isotopic abundances, this bias may to some 

extent be reduced by the use of representative standards for calibrations. That is, the necessary bias 

correction is subsumed into the adjustment of the detection efficiency and gate fraction (away from the 

point source calibration values). 

3.4 FISSION PARAMETERS 

The values listed in Table 8 represent a current evaluation of the nuclear data parameters for 239Pu and 
240Pu for use in safeguards neutron multiplicity analysis based on the analysis of data from [28, 30, 31]. 

Based on the data set used to derive the evaluated parameters, a preliminary evaluation of the associated 

uncertainty values was performed. The multiplicity analysis also requires similar data for 238Pu and 242Pu, 

but there is insufficient data in the literature to provide similarly robust evaluations. These values and 

uncertainties were examined through a sensitivity analysis to evaluate the impact on the final assay mass 

result and compared with the statistical uncertainties for typical assay results. 

Table 8. Nuclear data parameters and uncertainties. 

Isotope Constant Value Relative Error 

240Pu Φ 473.5 ± 3.9 fission/n (0.82%) 

240Pu υs1 2.154 ± 0.005 n/fission (0.2%) 

240Pu υs2 3.789 ± 0.013 1/fission (0.3%) 

240Pu υs3 5.210 ± 0.067 1/fission (1.3%) 

240Pu covar(υs2, υs3)      0.000768    

239Pu υi1 3.1635 ± 0.0680 n/fission (0.2%) 

239Pu υi2 8.3050 ± 0.0407 1/fission (0.5%) 

239Pu υi3 17.782 ± 0.151 1/fission (0.8%) 

 

The error contribution for the nuclear data constants is examined by first determining the partial 

derivatives of the m240 mass and multiplication with respect to each constant. First, we note that the 

constant, 𝜈𝑠1, does not appear in the expressions for multiplication or m240 effective mass and no impact 
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on the assay mass result using the standard point model analysis. From the expression for the 240Pu 

effective mass, 

𝑚240 =

2 ∙ 𝐷
𝜀 ∙ 𝑓𝑑

−
𝑀 ∙ (𝑀 − 1) ∙ 𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1)

𝜀 ∙ 𝑀2 ∙ 𝜈𝑠2 ∙ Φ
 , 

the partial derivatives with respect to the fission moment are determined to be 

𝛿𝑚240

𝛿𝜈𝑠1
= 0   ;    

𝛿𝑀

𝛿𝜈𝑠1
= 0 , 

𝛿𝑚240

𝛿𝜈𝑠2
= −

𝑚240

𝜈𝑠2
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖3
 , 

𝛿𝑚240

𝛿𝜈𝑖3
=

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖3
 , 

and requiring the partial derivatives of M. These are given as 

𝛿𝑀

𝛿𝜈𝑠2
=

𝑓1 ∙
𝜈𝑖3
𝑘4

−
𝑘1
𝜈𝑖2

− (𝑘3 + 1) ∙
𝑀2

𝜈𝑠2
+

6 ∙ 𝐷 ∙ 𝜈𝑖2
𝑘4 ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆

∙ 𝑀

𝑓2
  , 

𝛿𝑀

𝛿𝜈𝑠3
= −

𝑓1 ∙
𝜈𝑖2
𝑘4

+
2 ∙ 𝐷 ∙ (𝜈𝑖1 − 1)

𝑘4 ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆

𝑓2
 , 

𝛿𝑚240

𝛿𝑀
=

−4 ∙ 𝐷

𝑓𝑑 ∙ 𝜈𝑠2 ∙ Φ ∙ 𝜀2 ∙ 𝑀3
−

𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1) ∙ 𝜈𝑠2 ∙ Φ ∙ ε ∙ 𝑀2
 , 

where we have defined 

 𝑘4 = (𝜈𝑠2 ∙ 𝜈𝑖3 − 𝜈𝑠3𝜈𝑖2), 

𝑓1 = 𝑘1 + 𝑘2 ∙ 𝑀 + (𝑘3 + 1) ∙ 𝑀2, and 

𝑓2 = 𝑘2 + 2 ∙ 𝑀 ∙ 𝑘3 + 3 ∙ 𝑀2 for convenience. 

The resulting uncertainties are given by the following expressions. 

𝜎𝑚240,𝜈𝑠1
= 0 , 

𝜎𝑚240,𝜈𝑠2
= √(

𝛿𝑚240

𝛿𝜈𝑖2
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖2
)

2

∙ 𝜎𝜈𝑠2
2 , 

𝜎𝑚240,𝜈𝑠3
= √(

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑠3
)

2

∙ 𝜎𝜈𝑠3
2  . 
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To illustrate the potential impact on the multiplicity mass assay result, Figure 14 and Figure 15 plot the 

relative change in the mass assay result due to a 1% positive change in the values of 𝜈𝑠2 and 𝜈𝑠3, 

respectively. 

 

Figure 14. Impact of a 1% positive bias in the value of 𝝂𝒔𝟐 on the mass assay result. 

 

Figure 15. Impact of a 1% positive bias in the value of 𝝂𝒔𝟑 on the mass assay result. 

The values of 𝜈𝑠2 and 𝜈𝑠3 are correlated and the uncertainty contribution to the 240Pu mass assay result.  

𝜎𝑚240,𝜈𝑠 = √(
𝛿𝑚240

𝛿𝜈𝑠2
)

2

∙ 𝜎𝜈𝑠2
2 + (

𝛿𝑚240

𝛿𝜈𝑠3
)

2

∙ 𝜎𝜈𝑠3
2 + 2 ∙

𝛿𝑚240

𝛿𝜈𝑠2
∙
𝛿𝑚240

𝛿𝜈𝑠3
∙ 𝑐𝑜𝑣𝑎𝑟(𝜈𝑠2, 𝜈𝑠3) . 

Using the values for 𝜈𝑠2 and 𝜈𝑠3 in Table 8, the uncertainty due to the spontaneous fission moments as a 

function of mass (assuming M = 0.003m1/2 and the 240Pueff = 0.33 g/g) is plotted in Figure 16. From the 

figure it is seen that the uncertainty contribution due to the spontaneous fission moments is 1.5% or 

greater for typical MOX materials. 
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Figure 16. The m240 uncertainty contribution due to the spontaneous fission data. 

Similarly, for the induced fission moments, the partial derivatives are  

𝛿𝑚240

𝛿𝜈𝑖1
=

(1 −
1
𝑀

) ∙ 𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1)2 ∙ 𝜈𝑠2 ∙ Φ ∙ ε
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖1
 , 

which can be expanded to  

𝛿𝑚240

𝛿𝜈𝑖1

=
1

𝜈𝑠2 ∙ Φ ∙ ε
∙ {

𝜈𝑖2 ∙ 𝑆

(𝜈𝑖1 − 1)
∙ [

(𝑀 − 1)

(𝜈𝑖1 − 1) ∙ 𝑀
−

1

M2] +
4𝐷

𝑓
𝑑

∙ ε ∙ M3} ∙
𝛿𝑀

𝛿𝜈𝑖1

 , 

where  

𝜕𝑀

𝜕𝜈𝐼1
= −

𝜕𝑘1
𝜕𝜈𝑖1

+
𝜕𝑘2
𝜕𝜈𝐼1

𝑀

𝑘2 + 𝑘32𝑀 + 3𝑀2
 , 

𝑜𝑟 

𝛿𝑀

𝛿𝜈𝑖1
= −

𝑘1

(𝜈𝑖1 − 1)
+

2 ∙ 𝐷 ∙ 𝜈𝑠3 ∙ 𝑀
𝑘4 ∙ 𝑓𝑑 ∙ 𝜀 ∙ 𝑆

𝑓2
 , 

where k4 and f2 have been defined above. 

𝛿𝑚240

𝛿𝜈𝑖2
=

(1 −
1
𝑀) ∙ 𝑆

(𝜈𝑖1 − 1) ∙ 𝜈𝑠2 ∙ Φ ∙ ε
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖2
 . 

𝛿𝑚240

𝛿𝜈𝑖3
=

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖2
 . 
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𝛿𝑀

𝛿𝜈𝑖2
= −

𝑓1 ∙
𝜈𝑠3
𝑘4

+ (𝑘3 + 1) ∙
𝑀2

𝜈𝑖2
−

6 ∙ 𝐷 ∙ 𝜈𝑠2
𝑘4 ∙ 𝜀 ∙ 𝑓𝑑 ∙ 𝑆

∙ 𝑀

𝑓2
  . 

𝛿𝑀

𝛿𝜈𝑖3
= −

𝑓1 ∙
𝜈𝑠2
𝑘4

𝑓2
 . 

The resulting uncertainties are given by the following expressions. 

𝜎𝑚240,𝜈𝑖1
= √(

𝛿𝑚240

𝛿𝜈𝑖1
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖1
)

2

∙ 𝜎𝜈𝑖1
2 . 

𝜎𝑚240,𝜈𝑖2
= √(

𝛿𝑚240

𝛿𝜈𝑖2
+

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖2
)

2

∙ 𝜎𝜈𝑖2
2 . 

𝜎𝑚240,𝜈𝑖3
= √(

𝛿𝑚240

𝛿𝑀
∙

𝛿𝑀

𝛿𝜈𝑖3
)

2

∙ 𝜎𝜈𝑖3
2 . 

At present there are no covariance data for the induced fission moments, so a complete evaluation of the 

contribution to the total measurement uncertainty cannot be performed at this time. The relative impact on 

the assay mass result due to a hypothetical positive 1% increase in each of the induced fission moments is 

shown in Figure 17 through Figure 19. 

 

Figure 17. Impact of a 1% positive bias in the value of 𝝂𝒊𝟏 on the mass assay result. 
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Figure 18. Impact of a 1% positive bias in the value of 𝝂𝒊𝟐 on the mass assay result. 

 

Figure 19. Impact of a 1% positive bias in the value of 𝝂𝒊𝟑 on the mass assay result. 

Assuming the values of 𝝂𝒊𝟏,  𝝂𝒊𝟐, and 𝝂𝒊𝟑 are fully correlated, the uncertainty contribution to the m240 

mass value is  

𝜎𝑚240,𝜈𝑖
= √(

𝛿𝑚240

𝛿𝜈𝑖1
)

2

∙ 𝜎𝜈𝑖1
2 + (

𝛿𝑚240

𝛿𝜈𝑖2
)

2

∙ 𝜎𝜈𝑖2
2 + (

𝛿𝑚240

𝛿𝜈𝑖3
)

2

∙ 𝜎𝜈𝑖3
2 + 2 ∙ (

𝛿𝑚240

𝛿𝜈𝑖1
∙

𝛿𝑚240

𝛿𝜈𝑖2
∙ 𝜎𝜈𝑖1

∙ 𝜎𝜈𝑖2
+

𝛿𝑚240

𝛿𝜈𝑖1
∙

𝛿𝑚240

𝛿𝜈𝑖3
∙ 𝜎𝜈𝑖1

∙ 𝜎𝜈𝑖3
+

𝛿𝑚240

𝛿𝜈𝑖2
∙

𝛿𝑚240

𝛿𝜈𝑖3
∙ 𝜎𝜈𝑖2

∙ 𝜎𝜈𝑖3
) . 

The estimated uncertainty due to the induced fission parameters is shown in Figure 20. 
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Figure 20. Uncertainty contribution from the induced fission moments assuming the values of 𝝂𝒊𝟏, 𝝂𝒊𝟐, and 𝝂𝒊𝟑 

are uncorrelated (left) and fully correlated (right). 

3.5 FILL HEIGHT 

Changes in fill height are almost always associated with a change in mass and multiplication; however, in 

this section we only consider the spatial dependence of the assay cavity detection efficiency on the assay 

result. The volume average neutron detection efficiency changes with the fill height of the container, as 

shown in Figure 21. If the container average efficiency differs from the stated detection efficiency, the fill 

height introduces a bias into the assay result. If the fill height is not constant for all items, a random 

uncertainty will be introduced.  

To examine the fill height dependence, it is necessary to know how the system was calibrated. 

Calibrations based on a point source or volumetric containers will result in a different reference neutron 

detection efficiency and reference height. For the following example it is assumed that the detection 

efficiency was determined using a non-multiplying point source of 240Pu located in the center of the assay 

cavity. 

To estimate the uncertainty contribution due to the container fill height, the fill height is estimated from 

the assay total Pu mass result based on the assumed material-type characteristics. For instance, an item 

containing MOX powder may have a typical density of 2.5 g/cc but could be anywhere in the range of 2 

to 4 g/cc. And for this example, the U:Pu ratio is 2::1 and the chemical forms of the constituents are UO2 

and PuO2 only. For this example, 720 g Pu that is contained in a 10 cm ID container would have an 

expected fill height of 12.3 cm but could be as low as 7.7 or as high as 15.4 cm. 

The bias due to the fill height is determined from the difference in the volume average efficiency for the 

12.3 cm fill height relative to the point source efficiency. The volume average efficiency for the container 

is determined by integrating the expression for 𝜀(𝑟, 𝑧) over the material volume. In this example, the 

volume average efficiency relative to the point source efficiency is 0.995, suggesting that the efficiency 

used in the PME analysis would be 0.5% too large. Using the expression above for 
𝛿𝑚240

𝛿𝜀
,  

𝜎𝑚240,𝐹𝐻 =
𝛿𝑚240

𝛿𝜀
∙ ∆𝜀 , 

and for this example, we would expect an average 0.7% negative bias in the assay result for alpha=0.76 

(Figure 11). A plot of the mass assay bias as a function of fill height is shown in Figure 22. 
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Figure 21. Calculated fill height impact on the average neutron detection efficiency for a typical multiplicity 

measurement.  

 

Figure 22. Expected bias in the mass assay result due to the container fill height for a 10 cm ID container 

located 5 cm above the assay cavity floor of a PSMC. 

The random uncertainty component is estimated from the range of possible fill heights determined from 

the assay mass result and the expected density range of the material type. A probability distribution must 

be selected for the fill height distribution (e.g., normal, equal, or linear). We have arbitrarily chosen to use 

a normal distribution for the fill height and set the ±3σ limits as hmin and hmax so that σh = (hmax – hmin)/6. 

The resulting mass distribution also follows a near normal distribution, as shown in Figure 23. For 

comparison, the mass distribution for a hypothetical long PSMC with an 80 cm tall assay cavity is shown 

in Figure 24.  
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Figure 23. Estimated m240 assay result probability distribution due to fill height variation based on a random 

distribution of fill heights (based on 20,000 random fill heights) for measurements with a PSMC.  

 

Figure 24. Estimated m240 assay result probability distribution due to fill height variation based on a random 

distribution of fill heights for a PSMC with a 80 cm tall assay cavity. 

3.6 RADIAL OFFSET 

In practice the container will not be loaded into the assay cavity perfectly on the axial centerline. This 

radial offset will result in both systematic and random error contributions. As with the fill height 

contribution, the volume average efficiency is determined using the expression for 𝜀(𝑟, 𝑧) integrated over 

the material volume relative to the response from a properly centered container. An example of the 

relative volume average efficiency as a function of the radial offset is shown in Figure 25, and the 
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resulting mass probability distribution is shown in Figure 26 (a 10 cm ID container assay using the PSMC 

or ENMC assuming a 1 cm average offset and 1 cm relative deviation about the average). As can be seen 

in Figure 26, the distribution is not well represented by the normal distribution. However, for a well-

designed multiplicity counter, the random uncertainty contribution will be less than 0.2% so that 

representation of the random component as a normal distribution will not have a significant impact on the 

total measurement uncertainty. 

The relative bias introduced by the radial offset is determined by evaluating the mass using the volume 

average efficiency for the item at both the cavity center and at the offset position. 

∆𝑟𝑎𝑑𝑖𝑎𝑙=
𝑚(∬ 𝜀(𝑟 − 𝑟𝑒𝑓𝑓, 𝑧)) − 𝑚(∬ 𝜀(𝑟, 𝑧))

𝑚(∬ 𝜀(𝑟, 𝑧))
 . 

The random component, 𝜎𝑟𝑎𝑑𝑖𝑎𝑙, is determined from the standard deviation of 20,000 random locations 

about the radial offset position. 

 

Figure 25. Change in volume average efficiency with radial offset (for a 10 cm OD can with 5 cm fill height). 

 

Figure 26. Probability distribution of reported assay results for a 10 cm OD container with a 1 cm typical 

radial offset and 1 cm deviation about that offset. 

3.7 DENSITY EFFECTS 

For a given material type (e.g., PuO2 or MOX), as the density increases, the item’s self-multiplication will 

increase, the average energy of the emitted neutrons and the induced fission moments will change, and the 
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moderating/absorbing properties of the material will increase, impacting the detection efficiency of the 

emitted neutrons. The PME only accommodates the change in multiplication; the other effects will result 

in measurement biases if proper calibrations and corrections are not applied. 

The impact of density on the assay result has been examined via MCNP simulations of a series of PuO2 

and MOX materials assayed in the PSMC and ENMC counters. The sequence of simulated assays 

performed mimics the sequence of measurements that would be taken during the calibration of systems. 

The basic counter response is determined using a point source of 240Pu centered in the assay cavity. The 

simulated measurements resulted in the following parameters for a point located at the center of the assay 

cavity. 

Table 9. Simulated neutron detector parameters for the PSMC and ENMC systems for a 240Pu point source. 

 PSMC ENMC 

Efficiency 0.5336 0.6393 

Doubles gate fraction 0.6558 0.6912 

Triples gate fraction  0.4353 0.4870 

Die-Away (µs) 49.9 22.3 

Pre-Delay (µs) 4.5 1.5 

Gate Width (µs) 64 32 

 

If these parameters were to be used for the assay of containers of PuO2 or MOX materials, significant 

biases would be incurred in the assay results, for example, a simulated assay of a series of PuO2 items 

with increasing mass and fixed density (ρ=2.5 g/cc) and α=0.76 and analyzed using the PME and 

parameters shown in Table 9. The simulated rates and mass analysis results for these items are provided 

in Table 10 and Table 11, and the resulting bias in the mass result is shown in Figure 27. Applying the 

point source calibration to the assay of full size containers can result in significant (~2.5%) relative errors.  

Table 10. Simulated PSMC rates for the PuO2 baseline items. 

Item Properties Simulated Rates 

Item 
Pu mass 

(g) 
m240 (g) alpha 

Input 

Multiplication 
Singles Doubles Triples 

1 352.6 91.6 0.76 1.0509 89390 ± 10 19383 ± 8 4830 ± 13 

2 705.3 183.3 0.76 1.0775 183764 ± 20 44278 ± 18 13218 ± 30 

3 1057.9 274.9 0.76 1.0964 281189 ± 31 72767 ± 29 24335 ± 50 

4 1410.5 366.5 0.76 1.1110 380785 ± 41 104003 ± 40 37795 ± 72 

5 1763.2 458.2 0.76 1.1228 481970 ± 52 137304 ± 51 53129 ± 96 

6 2115.8 549.8 0.76 1.1326 584511 ± 62 172375 ± 63 70145 ± 121 

7 2468.5 641.5 0.76 1.1411 687989 ± 73 209029 ± 75 88914 ± 147 

8 2821.1 733.1 0.76 1.1484 792176 ± 84 246617 ± 87 108460 ± 174 

9 3173.7 824.7 0.76 1.1548 896819 ± 94 285228 ± 99 129381 ± 202 

10 3526.4 916.4 0.76 1.1605 1002091 ± 105 324681 ± 112 150875 ± 230 
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Table 11. PME analysis results for the PuO2 baseline items simulated rates using 240Pu point calibration. 

Item Properties Simulated Assay Results 

Item m240 (g) alpha 
Expected 

Multiplication 
Multiplication Alpha m240 Bias 

1 92.5 0.76 1.0509 1.0424 ± 0.0003 0.7688 ± 0.0036 86.81 ± 0.10 -5.3% 

2 185.0 0.76 1.0775 1.0667 ± 0.0003 0.7656 ± 0.0037 174.11 ± 0.19 -5.0% 

3 277.5 0.76 1.0964 1.0840 ± 0.0003 0.7628 ± 0.0037 261.87 ± 0.29 -4.7% 

4 370.0 0.76 1.1110 1.0976 ± 0.0003 0.7620 ± 0.0037 349.60 ± 0.38 -4.6% 

5 462.5 0.76 1.1228 1.1085 ± 0.0003 0.7609 ± 0.0037 437.60 ± 0.47 -4.5% 

6 555.0 0.76 1.1326 1.1176 ± 0.0003 0.7600 ± 0.0037 525.85 ± 0.56 -4.4% 

7 647.5 0.76 1.1411 1.1260 ± 0.0003 0.7618 ± 0.0037 612.96 ± 0.65 -4.4% 

8 740.0 0.76 1.1484 1.1324 ± 0.0003 0.7593 ± 0.0037 702.05 ± 0.74 -4.2% 

9 832.5 0.76 1.1548 1.1386 ± 0.0003 0.7604 ± 0.0037 789.34 ± 0.82 -4.3% 

10 925.0 0.76 1.1605 1.1436 ± 0.0003 0.7569 ± 0.0036 879.40 ± 0.91 -4.0% 

 

 

Figure 27. Mass assay bias resulting from the use of point source calibration parameters for volumetric items 

(PuO2 at 2.5 g/cc). 

If these same simulated assay results are used to “calibrate” the system (adjust the efficiency and gate 

fractions) in the same manner as calibration using representative standards, it is possible to eliminate the 

bias, as shown in Figure 28 for the PSMC and Figure 29 for the ENMC. The same series of containers 

(10 ID × 20 cm tall) and PuO2 fill were performed for both counters. (The only difference is that the 

containers were located at the typical 5 cm above the cavity floor for the PSMC and 10 cm for the 

ENMC.) The adjusted detector parameters are provided in Table 12. Detector parameters for point source 

and volumetric calibrations (ρ=2.5 g/cc). These “successful” calibrations are possible because the 

efficiency and nuclear data dependences (to be discussed in a later section) are compensated for by use of 

incorrect gate fractions. 
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Figure 28. Mass assay bias using the PSMC following calibration based on the 2.5 g/cc PuO2 containers. 

 

Figure 29. Mass assay bias using the ENMC following calibration based on the 2.5 g/cc PuO2 containers. 

Table 12. Detector parameters for point source and volumetric calibrations (ρ=2.5 g/cc). 

Parameter PSMC pt. src. PSMC vol. ENMC pt. src. ENMC vol. 

Efficiency 0.5336 0.5177 0.6218 0.6180 

Doubles gate fraction 0.6558 0.6462 0.6912 0.6443 

Triples gate fraction  0.4353 0.4066 0.4870 0.4123 

Die-Away (µs) 49.9 49.9 22.3 22.3 

Pre-Delay (µs) 4.5 4.5 1.5 1.5 

Gate Width (µs) 64 64 32 32 
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Applying the revised parameters to a more diverse set of materials (e.g., PuO2 at various fill heights and 

densities) as shown in Figure 30 illustrates the primary limitation of the PME analysis. Although 

adjustment of the gate fractions could accommodate the deviations of the PuO2 at fixed density, the 

standard PME analysis cannot accommodate the additional variables introduced by the changes in 

density. This will be shown more dramatically when discussing the impact of the (α, n) reactions on the 

measurements.  

The bias in the assay mass result is both a function of Pu mass and density and can be estimated from the 

difference in density of the item under assay from the typical calibration item.  

∆𝜌 =  𝑎1 ∙ (
𝑚

𝑚𝑟𝑒𝑓 ∙ 𝜌
)

𝑎2

∙ (1 + 𝑎3 ∙ 𝑒−𝑎4∙𝜌) ∙ 𝛿𝜌 , 

where 𝛿𝜌 is the density differential, the parameters a1 through a4 are determined from measured or 

simulated data for a given container type and assay system, and mref is an arbitrary scaling factor used for 

convenience. For our example of a typical PSMC calibrated using 2.5 g/cc PuO2 standards, the bias is 

given by 

∆𝜌 =  0.017 ∙ (
𝑚

1000 ∙ 𝜌
)

3
4

∙ (1 + 2.5 ∙ 𝑒−2.5∙𝜌) ∙ 𝛿𝜌 . 

Extending the simulated calibration to include a broader range of densities reduces the overall spread in 

mass results, but the bias as a function of mass becomes more complicated, as illustrated in Figure 31. In 

this case the overall bias could be generally represented by a cubic equation of the reported mass, but the 

deviations from estimated value would be as large as the estimated bias.  

 

Figure 30. Mass assay bias as a function of Pu mass for several PuO2 densities using the PSMC when 

calibrated using representative standards of a single density (2.5 g/cc). 

The random uncertainty component due to variation in the expected density is determined from the 

potential range of the density relative to the expected value. We define the 1-sigma uncertainty in the 

density ratio, 𝜎𝑅𝑈𝑃𝑢
, as (maximum ratio – minimum ratio)/6 and treat the uncertainty as if it follows a 

normal distribution. 
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𝜎𝜌 =  𝑎1 ∙ (
𝑚

𝑚𝑟𝑒𝑓 ∙ 𝜌
)

𝑎2

∙ (1 + 𝑎3 ∙ 𝑒−𝑎4∙𝜌) ∙
(𝜌𝑚𝑎𝑥 − 𝜌𝑚𝑖𝑛)

6
 . 

 

Figure 31. Mass assay bias as a function of Pu mass for several PuO2 densities using the PSMC when 

calibrated using representative standards covering a broad range of PuO2 densities. 

The fill height effect on efficiency is readily apparent in the expected bias shown in Figure 31; however, 

it is also apparent that there are more factors impacting the measurement response. Two efficiency effects 

have been identified to this point, fill height and moderation. The simulated measurements depicted in 

Figure 30 were reanalyzed after adjusting the neutron detection efficiency for each measurement 𝜀 →
𝜀(𝐻, 𝜌) to investigate the potential that the residual uncertainty contribution was specifically related to 

density. The trial efficiency function was given as follows: 

𝜀(𝐻, 𝜌) = (1 + 𝑎 ∙ 𝜌 + 𝑏 ∙ 𝜌2) ∙ ∬ 𝜀(𝑟, ℎ) ∙ 𝑑𝑟 ∙ 𝑑ℎ , 

where a and b are empirically determined coefficients and 𝜌 is the density of PuO2. For the simulations 

evaluated above, the values for the coefficients were determined to be a = 0.0015 and b = -0.00026. 

Combining the variable efficiency, 𝜀(𝐻, 𝜌), with the point source gate fractions, the biases were 

reevaluated, as shown in Figure 32. The reevaluated biases are seen to be much larger using this 

representation of efficiency, and the peculiar flat response as a function density is an artifact of 

constraining the average value of alpha to be equal to the input value (0.76).  
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Figure 32. Mass assay bias as a function of Pu mass for several PuO2 densities using fill height and density-

dependent efficiency. 

These remaining density-dependent biases indicate additional variables are impacting the analysis, which 

we attribute to the energy dependence of the induced fission rates and moments, and neutron detection 

efficiency. The induced fission rates and moments increase with increasing neutron energy, so the number 

of coincident neutrons emitted per induced fission depends on the source of the neutrons. The dependence 

of detection efficiency with energy means that the detection efficiency for the alpha-induced neutrons will 

be different following spontaneous or induced fission.  

The biases seen in Figure 32 are the result of a number of factors. 

• the energy dependence of the neutron detection efficiency (Figure 33) 

• the energy dependence of the induced fission moments [32] [33] (e.g., the sensitivity of 𝜈𝑖1 to 

incident neutron energy is ~5% / MeV, so the difference in average neutron energy between 240Pu 

spontaneous fission neutron and (α, n) induced fission results in a ~0.5% change in the value of 𝜈𝑖1) 

• the moderating effects of the material matrix [in this case oxygen (refer to Figure 34) introduces a 

maximum 0.3% relative effect on efficiency or 0.5 to 1% impact on the mass result] 

• the moderation/absorption effects of the actinide content 

While it is not recommended to try to use the seemingly predictable bias shown in Figure 32, it is possible 

to develop an uncertainty estimate from this response. First, it is necessary to make an assumption about 

how the counter was calibrated (e.g., using a single point source or a collection of representative 

standards of constant density). 

Assuming a point source calibration to determine the neutron detection efficiency and gate fractions, the 

measured rates are analyzed first using the point source calibration value to provide a reference assay 

mass (mpt). The rates are then reanalyzed using the revised efficiency based on the revised detection 

efficiency 𝜀(𝐻, 𝜌) to provide a revised mass value (mrev). The estimated bias due to density, ∆𝜌, is 
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∆𝜌= 𝑚𝑝𝑡 − 𝑚𝑟𝑒𝑣 ∙ (1 + 𝑎𝜌 ∙ (𝜌𝑖𝑡𝑒𝑚 − 𝜌𝑟𝑒𝑓)) , 

where  𝜌𝑖𝑡𝑒𝑚 is the expected density for the item under assay and 

 𝜌𝑟𝑒𝑓 is the typical density of the standard items used to determine the sensitivity to density, 𝑎𝜌, 

asdepicted in Figure 32. 

 

Figure 33. Simulated neutron detection efficiency as a function of neutron energy for the ENMC and PSMC 

systems. 

 

Figure 34. Simulated neutron detection efficiency as a function of increasing oxygen content for various fill 

heights in the PSMC. The 10 cm diameter canister contained 1 g Pu/cm fill height (0.0062 g/cc) while the 

oxygen content was increased incrementally from 0.06 to 0.6 g/cc. 

3.7.1 Multiplication Bias Correction Factor 

The ASTM C1500 standard [18] recommends that when assaying metallic items that, a multiplication-

based bias correction be applied to the mass result of the form [6] 
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 𝑓𝑀 = 1 + 𝑎 ∙ (𝑀 − 1) + 𝑏 ∙ (𝑀 − 1)2 , 

where a and b are empirically determined constants or determined by Monte Carlo simulation. Although 

generally only used for dense materials, evaluation of the simulated bias results above suggests that such 

a correction is valuable even when the bulk density of the item is as low as 0.5 g/cc. The bias results 

displayed in Figure 30 have been replotted in Figure 35 as a function of the “assayed” (not the input) 

multiplication result with the fill height efficiency correction applied. A distinct dependence on 

multiplication is seen across the full range of masses and densities used for the simulations.  

 

Figure 35. Mass assay bias as a function of Pu mass for several PuO2 densities using fill height and density-

dependent efficiency. 

Fitting the simulated data yields a = -0.15506 and b = 0.57276 for this data set. By applying this 

correction factor to the simulated assay results (Figure 38), the resulting mass biases are less than 0.5% 

over a broad range of material types and mass is significantly reduced (Figure 36).  
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Figure 36. Mass assay bias as a function of Pu mass for several PuO2 densities using fill height and density-

dependent efficiency after application of the multiplication correction. 

Because the multiplication correction is rarely applied, it suggests that analysis using the point source 

efficiency and gate fractions, combined with the fill height-dependent efficiency and multiplication 

correction, would provide a reasonable means to quantify the likely mass bias resulting from density 

variations. The bias contribution due to density variations, ∆𝜌, is given by 

∆𝜌= 𝑓𝑀 ∙ 𝑚(𝜀(ℎ)) − 𝑚𝜀0
 , 

where  h is the fill height, 

 𝜀(ℎ) is the volume average efficiency as a function of fill height, and 

 𝑚𝜀0
is the Pu mass determined using the cavity center detector parameters. 

The fill height is estimated from the  

ℎ = 𝑚𝜀0
(𝑓𝑤 ∙ 𝜌)⁄  , 

where 𝑓𝑤 is the Pu weight fraction of the Pu-bearing material and  

 𝜌 is the density of the Pu-bearing material. 

3.7.2 Estimation of Bias Using the Ring Ratio  

The ring ratio is typically defined as the ratio of counts in the inner to outer neutron detection ring, 

providing an indication of the average energy of the detected neutrons. Given that many of the biases 

associated with multiplicity analysis are thought to be dependent on neutron energy, it is worthwhile to 

examine the dependence of the above biases as a function of ring ratio. The bias results shown in Figure 

31 (calibration based on full collection of 100 combinations of density and mass) have been replotted as a 

function of ring ratio in Figure 37. The dependence on the ring ratio and by association the neutron 

energy of the simulated bias is seen to be complex but with no obvious correlation between ring ratio and 

the density-dependent bias. 
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Figure 37. Mass assay bias as a function of ring ratio for several PuO2 densities using fill height and density-

dependent efficiency. 

3.8 UPu Ratio 

The analysis of MOX product-grade materials extends the previous discussion with the inclusion of 

uranium. The presence of uranium complicates the analysis by the introduction of a fissionable material 

(i.e., uranium) with different induced fission moments and energy dependence.  

The impact of varying UPu ratios on the assay mass result is examined by first assuming that the 

multiplicity counter was calibrated using representative PuO2 standards of constant density and relative 
240Pueffective (ρ=3.0 g/cc, 240Pueff/g =0.3144). The simulated calibration results for these containers are 

provided in Table 13. Note these parameters are different from those for 2.5 g/cc material presented in 

Table 12 and the optimized gate fractions differ significantly from true values. Analysis of MOX 

materials with the same 3.0 g/cc density again results in significant biases, as shown in Figure 38. 

Table 13. Simulated neutron detector parameters for the PSMC for a 
240Pu point source and a volumetric calibration based on 3.0 g/cc PuO2. 

Parameter Point Source 2 L containers 

Efficiency 0.5336 0.5366 

Doubles gate fraction 0.6558 0.6064 

Triples gate fraction  0.4353 0.3664 

 



 

46 

 

Figure 38. Simulated mass assay bias as a function of Pu mass and UPu ratio based on a traditional 

multiplicity counter mass calibration (ρ=3.0 g/cc, 240Pueff/g =0.3144) using the PSMC. 

Additional optimizations based on chi-square minimizations of the simulated assay results and input 

values while varying the efficiencies and gate fractions (and constraining the collection average alpha 

result to the input value) do not afford an improved accuracy for an arbitrary item composition. In 

practice, such a broad range fit of the data only serves to shift the bias curves up or down as seen, for 

example, in Figure 39. 

 

Figure 39. Simulated mass assay bias as a function of Pu mass and UPu ratio based on a traditional 

multiplicity counter mass calibration (ρ=3.0 g/cc, 240Pueff/g =0.3144, α=0.76) over all masses and UPu ratios in 

the collection. 

If instead we apply a calibration based on the point source parameters and implement, for the purposes of 

uncertainty evaluation, fill height and density-dependent efficiency correction, it is possible to estimate 

the impact of the increasing UO2 content of the MOX items. Figure 40 presents the residual bias after 

application of the fill height and density-dependent calibration. Although the biases are smaller, they are 

still significant relative to most measurement targets. [To illustrate that this effect is not specific to the 
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PSMC, the series of simulated items were also performed for measurements using an ENMC (Figure 41). 

As expected, the predicted behaviors of the two systems are very similar.] Again, additional optimizations 

of the efficiency and gate fractions do not improve the overall fit results. Finally, plotting the bias as a 

function fill height (Figure 42) indicates that the bias cannot be expressed as a simple function of fill 

height.  

 

Figure 40. Simulated mass assay bias as a function of Pu mass and UPu ratio using fill height and density-

dependent efficiency (ρ=3.0 g/cc, 240Pueff/g =0.3144) using the PSMC. 

 

Figure 41. Simulated mass assay bias as a function of Pu mass and UPu ratio using fill height and density-

dependent efficiency (ρ=3.0 g/cc, 240Pueff/g =0.3144) using the ENMC. 
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Figure 42. Simulated mass assay bias as a function of fill height and UPu ratio using fill height and density-

dependent efficiency (ρ=3.0 g/cc, 240Pueff/g =0.3144) using the ENMC. 

The remaining biases shown in Figure 40 and Figure 41 can be adequately described by a simple 

quadratic function of the item’s UPu ratio and mass. 

∆𝑈𝑃𝑢= [𝑎1 + 𝑎2 ∙ 𝑚/𝑚𝑟𝑒𝑓 + 𝑎3 ∙ (𝑚/𝑚𝑟𝑒𝑓)
3

] ∙ (
∆𝑅𝑈𝑃𝑢

𝑎4
)

3/4

, 

where ∆𝑅𝑈𝑃𝑢 is the difference of the expected UPu ratio from the typical calibration item, and m is the 

total Pu mass of the item. For the examples here based on the simulated PSMC measurement, the 

following values provide an adequate representation of the expected bias due to the UPu ratio. 

𝑎1= 0.000176 

𝑎2= 0.00666 

𝑎3= -3.55E-4 

𝑎4=1 

𝑚𝑟𝑒𝑓 is an scaling factor (set to 1000 in this example) 

Figure 43 presents a comparison of the expected bias using the above expression with the data presented 

in Figure 41. (A semi-log scale was used to better separate the various UPu ratio curves at the lower 

masses.) 
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mut 

Figure 43. Comparison of the simulated and empirical bias estimates for assay of MOX material of varying 

fill height and UPu ratio efficiency (ρ=3.0 g/cc, 240Pueff/g =0.3144) using a PSMC. 

The random uncertainty component due to variation in the expected UPu ratio is determined from the 

potential range of the ratio relative to the expected value. We define the 1-sigma uncertainty in the UPu 

ratio as (maximum ratio – minimum ratio)/6 and treat the uncertainty as if it follows a normal 

distribution. 

𝜎𝑈𝑃𝑢 = |[𝑎1 + 𝑎2 ∙ 𝑚/𝑚𝑟𝑒𝑓 + 𝑎3 ∙ (𝑚/𝑚𝑟𝑒𝑓)
3

] ∙ (
(𝑈𝑃𝑢𝑚𝑎𝑥 − 𝑈𝑃𝑢)4/3 − (𝑈𝑃𝑢𝑚𝑖𝑛 − 𝑈𝑃𝑢)4/3

6 ∙ 𝑎4
4/3

)| . 

3.9 (ALPHA, n) UNCERTAINTY CONTRIBUTION 

While we tend to think of “alpha” as a single factor in multiplicity analysis, the value of alpha is 

determined by a number of factors and depending upon the source of the (α, n) neutrons will have a 

different impact on the assay result. 

The impact of the (α, n) neutron contribution to the uncertainty arises from a number of factors. 

• The low-Z nuclide composition and concentration relative to the actinides, 

• The isotopic distribution of the alpha-emitting nuclides within the item, 

• the energy dependence of the neutron detection efficiency (Figure 33), 

• the energy dependence of the induced fission moments [32] [33]  

(e.g., the sensitivity of 𝜈𝑖1 to incident neutron energy is ~5% / MeV, so the difference in average 

neutron energy between 240Pu spontaneous fission neutron and (α, n) induced fission results in a 

~0.5% change in the effective value of 𝜈𝑖1). 

The impact of increasing alpha emission rate (e.g., increasing the 241Am relative abundance) without 

changing the type of target was examined first. A series of 10 containers of increasing fill height of PuO2 

at constant density were simulated while incrementally increasing the (α,n) rate. Analyzing the resulting 
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simulated rates using the center cavity point source efficiency and gate fractions yields the bias curves 

shown in Figure 44, yielding increasingly large biases as the value of alpha increases. 

 

Figure 44. Mass assay bias as a function of Pu mass for increasing alpha value (ρ=3.0 g/cc, 240Pueff/g =0.3141), 

using the point source calibration. 

If instead a volumetric calibration, based on calibration using representative standards (considering only 

3 g/cc PuO2 items with similar 240Pueffective), is applied to the simulated data, a very different set of bias 

curves is obtained. In this case the resulting biases follow a linear response as a function of mass where 

the slope is dependent on the value of alpha, as shown in Figure 45. The resulting bias is seen to be highly 

dependent on the method of calibration, and it must be remembered that the linear responses in Figure 45 

are dependent on the measured items each having the same characteristics as the “calibration” items. 

Although the objective of this report is to isolate each of the error contributors, it is worth noting at this 

time that even minor deviations from the calibration items have a significant impact on the assay result. 

For example, by applying the same calibration parameters to a collection of containers with lower density 

and 240Pueff, the bias curves change significantly, as shown in Figure 46. The overall swing in the expected 

bias values is in agreement with the density effects discussed in Section 3.7 (refer to Figure 30). 
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Figure 45. Mass assay bias as a function of Pu mass for increasing alpha value (ρ=3.0 g/cc, 240Pueff/g =0.3141), 

using the volumetric calibration for containers of similar density and 240Pueff/g. 

 

Figure 46. Mass assay bias as a function of Pu mass for increasing alpha value (ρ=2.0 g/cc, 240Pueff/g =0.2569), 

using the volumetric calibration for containers of ρ=3.0 g/cc, 240Pueff/g =0.3141. 

For completeness, the special case where all materials under consideration are of the same material type 

and density has also been considered. The limited variables allow calibration yielding much lower biases, 

as shown in Figure 47. The maximum expected relative bias for this special case is less than 2%; 

however, such a constrained material type is considered an unlikely occurrence.  

The detector parameters for the different optimizations presented in this section are provided in Table 14, 

illustrating the sensitivity of the analysis to the proper calibration method.  
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Figure 47. Simulated mass assay bias as a function of Pu mass for increasing alpha value (ρ=3.0 g/cc, 240Pueff/g 

=0.3141), using the volumetric calibration optimized for this material type. 

Table 14. Simulated PSMC detector parameters for point source and volumetric 

calibrations (ρ=3.0 g/cc) used in Figure 44 through Figure 47. 

Parameter 
PSMC 

240Pu pt. src. 

PSMC vol. 

(α=0.76 only) 

PSMC vol. 

(α=0.76 to 7.6) 

Efficiency 0.5336 0.5196 0.5276 

Doubles gate fraction 0.6558 0.6523 0.6390 

Triples gate fraction  0.4353 0.4187 0.4065 

Die-Away (µs) 49.9 49.9 22.3 

Pre-Delay (µs) 4.5 4.5 4.5 

Gate Width (µs) 64 64 64 

 

3.9.1 Impact of (α,n) due to Low-Z Impurities 

The impact on the assay result due to several common low-Z impurities was examined by modifying the 

(, n) neutron energy distribution. In addition to oxygen, B, Be, C, and F were considered. The (α, n) 

neutron energy distributions were obtained using Sources 4C [34], which adds another measure of 

uncertainty to the TMU estimates as these may differ from the true energy distributions (e.g. as given in 

Ref. [35]). Figure 48 shows the biases resulting from the introduction of these elements to product-grade 

PuO2 sufficient to double the value of alpha relative to the clean oxide for Pu masses ranging from 430 to 

4300 g. The most notable feature of the plot is that fluorine impurity results in a negative bias due to its 

lower average (𝛼, n) neutron energy in comparison with that produced by oxygen. 
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Figure 48. Mass assay bias as a function of Pu mass for constant alpha value (α=1.52, ρ=2.5 g/cc, 
240Pueff/g=0.2479) from various impurities. 

The simulated ring ratios were also examined for these runs to determine if the ring ratio provides a 

suitable technique for correction for the impact of these impurities. An example is given in Figure 49 for 

the sequence of simulated containers plotted in Figure 48. While the trend toward higher ring ratios with 

lower average neutron energy is apparent in the figure, it is also apparent that the ring ratios can provide 

only limited information on the chemical makeup of the item. For example, it would be not be possible to 

distinguish between Be and C impurities, and for these higher energy neutron emitters, it would not be 

possible to estimate a bias using the ring ratio. 

 

Figure 49. Mass assay bias as a function of ring ratio for constant alpha value (α=1.52, ρ=2.5 g/cc, 
240Pueff/g=0.2479) from various impurities. 
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For each of the low-Z elements examined, the impact of greater impurity levels and higher alpha values 

was examined. The expected biases for PuO2 containing several hundred ppm and greater of fluorine is 

shown in Figure 50. The corresponding plots for boron and carbon are provided in Figure 51 and Figure 

52, respectively. 

 

Figure 50. Assay bias as a function of mass for PuO2 (ρ=3.0 g/cc, 240Pueff/g =0.3144) containing fluorine 

impurities (ranging from 800 to 8000 ppm). 

 

Figure 51. Assay bias as a function of mass for PuO2 (ρ=3.0 g/cc, 240Pueff/g =0.3144) containing boron 

impurities (ranging from 400 to 4000 ppm). 
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Figure 52. Assay bias as a function of mass for PuO2 (ρ=3.0 g/cc, 240Pueff/g =0.3144) containing carbon as an 

impurity (ranging from ~5 to 50% by weight). 

3.9.2 Estimation of the Bias due to (α, n) Events 

From these simulations it appears the ring ratio and assay mass bias are not sufficiently well correlated to 

use the ring ratio as an estimator of the bias based on the simple point model equations (that is not to say 

that the ring ratio is not useful for analysis using any of the point model extensions). However, the ring 

ratio, if available, may be used as an indicator of the type of low-Z impurity [36], which determines 

where the bias with increasing alpha will be positive or negative. If the ring ratio is greater than the 

reference ring ratio for the calibration materials (lower average energy), the bias will be negative (assay 

underreports), and if the ratio is smaller (greater average energy), the bias will be positive. Without the 

ring ratio data, knowledge of the chemical impurity must be known in order to estimate the measurement 

bias. In general if the multiplicity counter is calibrated using a point source of 240Pu in the center of the 

assay cavity, impurities due to lithium or fluorine will result in a negative bias due to the lower average 

energy of their (α, n) neutron events, while most other low-Z elements will give rise to a positive bias. 

Generally, the opposite will be true if the system is calibrated using a volumetric container with low alpha 

standards. 

For the relationship between the expected bias and the alpha value for the item, the relative bias can be 

approximated by the following expression: 

∆𝛼= 𝑎 + 𝑏 ∙ (
𝑚

𝑚𝑟𝑒𝑓
)

𝑐

∙ 𝛼 .  

The values of the a, b, and c parameters have been determined for the typical containers assayed in the 

PSMC for five light elements and are presented in Table 15. To illustrate the degree to which the 

predicted values reproduce, the simulated values are illustrated in Figure 53 for the boron impurities’ 

simulations presented in Figure 51. 
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Table 15. Bias parameters for several common low-Z (α, n) 

emitters. 

  Boron Beryllium Carbon Oxygen Fluorine 

a -0.0192 -0.0689 -0.0390 0.0033 0.0192 

b 0.0029 0.0050 0.0085 0.0028 -0.0001 

c 0.2961 0.4020 0.2804 0.2156 0.6201 

mref 1.0000 1.0000 1.0000 1.0000 1.0000 

 

 

Figure 53. Comparison of the simulated and estimated biases for assay of PuO2 containing significant boron 

impurities. 

The relative random uncertainty component due to (α, n) is determined from the following. 

𝜎𝛼 = √(𝑏 ∙ (
𝑚

𝑚𝑟𝑒𝑓
)

𝑐

∙ 𝜎𝛼)

2

+ (
𝑐 ∙ 𝑏

𝑚𝑟𝑒𝑓
∙ 𝑚𝑐−1 ∙ 𝛼 ∙

𝛿𝑚

𝛿𝛼
∙ 𝜎𝛼)

2

≅ 𝑏 ∙ (
𝑚

𝑚𝑟𝑒𝑓
)

𝑐

∙ 𝜎𝛼 

𝜎𝛼 = 𝑏 ∙ (
𝑚

𝑚𝑟𝑒𝑓
)

𝑐

∙ 𝜎𝛼 ∙ √1 + (
𝑐 ∙ 𝛼

𝑚
∙

𝛿𝑚

𝛿𝛼
)

2

≅ 𝑏 ∙ (
𝑚

𝑚𝑟𝑒𝑓
)

𝑐

∙ 𝜎𝛼  . 

3.10 BURNUP UNCERTAINTY CONTRIBUTION 

The burnup contribution represents yet another error contribution resulting from the Pu isotopic 

composition of the item. Moving from low-burnup to high-burnup material, the fraction of 239Pu and 241Pu 

decreases as the 240Pueffective value increases, so the "239Pueffective" value is also changing. Weapons-grade 

materials will have a lower source term but higher multiplication per unit mass than fuel-grade materials. 

The impact is proportional to the value of alpha. In a practical sense, calibration using one grade of Pu 

can introduce a bias in the assay of other grades of Pu. As an example, the relative bias resulting from 

changing 240Pueffective is shown in Figure 54. For this comparison, the material type was PuO2, with density 

2.5 g/cc and α=0.76. Additional simulations showed that the bias increases proportionally with the value 

alpha.  
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The burnup bias contribution is generally small and can be represented as a linear function of the 

difference between the calibration and item 240Pueffective values. The relative bias due to burnup differences 

is given by 

∆𝐵𝑈= 𝑎1 + 𝑎2 ∙ ( 𝑃𝑢𝑒𝑓𝑓,𝑖𝑡𝑒𝑚
240 − 𝑃𝑢𝑒𝑓𝑓,𝑐𝑎𝑙

240 ) ∙ 𝛼 , 

where a1 and a2 are determined from simulations or measurements. For the PSMC simulations, a1 = 0 and 

a2 = 0.016. 

 

Figure 54. Bias as a function of Pu mass for several 240Pueffective values (PuO2, ρ=2.5 g/cc, α=0.76). 

Because the uncertainty in the 240Pu effective value is relatively small (~1%), and the bias due to burnup 

is already small, the random contribution from the burnup component is essentially zero and negligible, 

and has been ignored. 

3.11 MODERATOR UNCERTAINTY CONTRIBUTION 

For this study we have considered only water contents up to 2 wt%, which is the equivalent of adding 

about 30 cc of water to 500 cc of MOX. For this series of simulations, a series of 10 containers (10 cm 

ID) each containing either PuO2 or MOX with fill heights of 2 to 20 cm in 2 cm increments was used. For 

each series of containers, five water contents were examined from 0 to 2 wt% in 0.5 wt% increments. For 

these simulations, two materials were considered—PuO2 and MOX with a UPu ratio = 2, 240Pueffective = 

0.3144, and bulk density of 3 g/cc. 

At these levels for PuO2 and MOX at UPu=2:1, the bias is small and consistent relative to the dry case 

across a broad mass range. The bias results for the two material types are provided in Figure 55 for the 

PuO2 and Figure 56 for the MOX materials. The MOX results have not been corrected for the UPu bias 

discussed in Section 3.8, so the general arc as a function of mass is expected; the moderating effect of the 

water produces the spread between the curves. 
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Figure 55. Simulated bias resulting from the assay of “damp” PuO2 using the ENMC for increasing content of 

H2O. 

 

Figure 56. Simulated bias resulting from the assay of “damp” MOX using the ENMC for increasing content 

of H2O. 

The moderator can impact the assay result by lowering the average neutron energy and detection 

efficiency and by increasing the self-multiplication. The impact on the neutron detection efficiency is 

show in Figure 57 and on the multiplication in Figure 58. The changes in the simulated multiplication 

(distinguished from the analysis multiplication result) are on the same order as the statistical error of the 

MCNP run, so from the MCNP simulations we can see that for these test cases the impact on the 

measurement results is almost entirely due to changes in the efficiency with increasing moderator content.  
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Figure 57. Volume average detection efficiency relative to dry oxide as a function of fill height for each of the 

simulated moisture loadings for both PuO2 and MOX items. 

 

Figure 58. Multiplication relative to dry oxide as a function of fill height for each of the simulated moisture 

loadings for the PuO2 containers. 

The relative moderator bias, ∆𝑚𝑜𝑑, introduced by the presence of moderating materials, expressed in 

terms of water equivalent, is represented as a quadratic in terms of the difference from the moderator 

content of the calibration standards. 

∆𝑚𝑜𝑑  = 𝑎1 + 𝑎2 ∙ (𝑤𝑖𝑡𝑒𝑚 − 𝑤𝑐𝑎𝑙) + 𝑎3 ∙ (𝑤𝑖𝑡𝑒𝑚 − 𝑤𝑐𝑎𝑙)
2 , 

where 𝑤𝑖𝑡𝑒𝑚 is the equivalent weight percentage of water in the item,  

 𝑤𝑐𝑎𝑙 is the equivalent weight percentage of water in the calibration items (typically = 0), and 

  𝑎1, 𝑎2, and 𝑎3 are empirically determined by either measurement or simulation. 

For the simulated data set we find that the moderator bias is well represented by  

∆𝑚𝑜𝑑  = −0.30 ∙ 𝑤𝑖𝑡𝑒𝑚 . 

To illustrate the suitability of the moderator bias, the bias is applied as a correction factor to the data 

presented in Figure 55 and the revised plot provided in Figure 59. Similarly, Figure 60 shows the 
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moderator bias corrected results from Figure 56. While not perfect, the expression for ∆𝑚𝑜𝑑 provides a 

reasonable estimate of the bias. Measurements had previously been performed using a PSMC, where 

1 wt% water had been deliberately added to three containers of MOX [3]. The relative bias for these items 

compared with dry oxides of similar mass resulted in an average bias of 0.3% agreeing with the simulated 

bias. 

 

Figure 59. Simulated bias resulting from the assay of “damp” PuO2 using the ENMC for increasing content of 

H2O. 

 

Figure 60. Simulated bias resulting from the assay of “damp” MOX material using the ENMC for increasing 

content of H2O. 

The random uncertainty component due to the presence of a moderator is determined from the potential 

range of the moderator content relative to the expected value. We define the 1-sigma uncertainty in the 

moderator content as (maximum content – minimum content)/6 and treat the uncertainty as if it follows a 

normal distribution. 

𝜎𝑚𝑜𝑑  = (𝑎2 + 2 ∙ 𝑎3 ∙ (𝑤𝑖𝑡𝑒𝑚 − 𝑤𝑐𝑎𝑙)) ∙ 𝜎𝑤𝑖𝑡𝑒𝑚
 . 

The expression for ∆𝑚𝑜𝑑 above requires prior knowledge of the moderator content to determine the 

magnitude of the bias. Because the moderator effect is primarily an impact to the neutron detection 
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efficiency, it seems logical to try to apply the ring ratio data (again, if available) to provide a measure of 

the moderator bias. A plot of the relative neutron detection efficiency as a function of the ring ratio is 

provided in Figure 61. While there is a general trending with the efficiency, it is difficult to extract a 

useful bias function from the ring ratio measurement, this becomes even more challenging with the 

addition of low-Z materials to the Pu-bearing material. As with the (α, n) bias, the ring ratio serves more 

as an indicator of the presence of an interference than as a reliable tool (in other than special limited 

circumstances) for use in developing a correction. 

 

Figure 61. Simulated bias resulting from the assay of “damp” MOX material using the ENMC for increasing 

content of H2O. 

4. TOTAL MEASUREMENT UNCERTAINTY 

We have identified the following error contributors, some of which are random, systematic, or have 

elements of each. For example, the systematic component of the radial component is the bias introduced 

by the average distance of non-centered containers away from the cavity centerline, while the random 

component derives from the assay-to-assay variation about the average distance. A summary of the 

significant error contributors is provided in Table 16.  
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Table 16. Uncertainty contributors to the multiplicity TMU. 

Uncertainty Contributor Random Systematic Requires 

Counting Statistics x     

Detector Parameters   x Calibration results 
240Pueffective Conversion   x nuclear data/uncertainties 

Fission Moments   x nuclear data/uncertainties 
        

Radial Offset x x operating history 

Fill Height x x material declaration 
        

Density x x material declaration 

(α, n) x x material declaration 

Burnup x x material declaration 

UPu Ratio   x material declaration 

Moderation x x material declaration 

 

The traditional neutron multiplicity uncertainty analysis incorporates only uncertainties related to the Pu 

isotopics distribution and due to counting statistics. As an example, the mass and uncertainty results from 

a 722 g MOX item assayed using a PSMC are provided in Figure 62. A breakdown of the collection of 

uncertainty contributions listed in the table above is presented in Figure 63 showing that the systematic 

contributors have a greater contribution to the TMU than the random components (note that counting 

statistics do not encompass all random error sources and so is not an accurate representation of 

measurement precision). 

 

Figure 62. Example of uncertainties reported for traditional multiplicity assay results. Note that most analysis 

software currently in use reports the uncertainties with fully correlated covariance terms, which in this case 

underreports the uncertainties. 

The systematic fill height, density, UPu ratio, alpha, burnup, and moderator uncertainties have been 

expressed relative to an expected baseline condition (e.g., typical UPu ratio). However, there is also a 

variation in the parameters relative to the typical value. These variations introduce random variation in the 

reported assay result and so must be included in the random uncertainty determination. The total random 

uncertainty for m240 is given by 

𝜎𝑟𝑎𝑛𝑑𝑜𝑚 = √𝜎𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙
2 + 𝜎𝑟𝑎𝑑𝑖𝑎𝑙

2 + 𝜎𝐹𝐻
2 + 𝜎𝜌

2 + 𝜎𝑈𝑃𝑢
2 + 𝜎𝛼

2 + 𝜎𝑚𝑜𝑑
2  . 

To provide an estimate of the TMU, we have adopted the customary approach that the systematic 

contributions are added in quadrature, as presented in Figure 64.  
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∆𝑠𝑦𝑠𝑡𝑒𝑚𝑎𝑡𝑖𝑐= √∆𝑑𝑒𝑡
2 + ∆𝑚𝑒𝑓𝑓

2 + ∆𝜈𝑠
2 + ∆𝜈𝑖

2 + ∆𝑟𝑎𝑑𝑖𝑎𝑙
2 + ∆𝐹𝐻

2 + ∆𝜌
2 + ∆𝑈𝑃𝑢

2 + ∆𝛼
2 + ∆𝐵𝑈

2 + ∆𝑚𝑜𝑑
2  . 

However, these systematic uncertainties represent uncorrected biases and the true impact on the assay 

result may be larger or smaller than indicated by this traditional approach. Alternatively, we might simply 

sum the systematic uncertainties. Contributors such as fill height and moderator content generally result 

in underreporting the mass value, while contributions from other contributors are dependent on the 

method of calibration and difference in material type between the item and calibration standards. For the 

analysis of the 722 g Pu item, the systematic error when calculated as the square root of the sum of the 

squares is 13.8 g (2%), while the simple summation result is 21.8 g (3%). The true contribution is likely 

to lie in between these two values. 

The contributions from the material-specific components (density, UPu ratio, etc.) were determined in 

isolation from each of the other contributors; that is, references cases spanning a range Pu masses were 

developed for the evaluation of each contributor and the impact of the error contributor quantified relative 

to the reference case. Multiple references cases were examined for each contributor in order to establish 

its contribution uniquely. Examination of the expressions for the various biases in Sections 3.7 through 

3.11 indicates that the biases are expected to be covariant to some extent; however, within the limitations 

of this study it was not possible to quantify these covariances. 
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Figure 63. Example of additional uncertainty contributions to the multiplicity analysis for 722 g dry MOX 

powder assay using a PSMC.  

 

Figure 64. Example of assay mass result total measurement uncertainty.  

5. CONCLUSIONS 

We have developed a Total Measurement Uncertainty model for Neutron Coincidence Multiplicity 

analysis of PuO2 and MOX materials commonly assayed using the thermal neutron multiplicity counter. 

We have evaluated the uncertainty contributions arising from nuclear data, detector properties, the 
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detector characterization process, Pu composition and mass, and material form. Where feasible, the 

uncertainty contributor has been examined in context of the PME; otherwise, empirical response functions 

have been developed, primarily through simulations, to quantify the random or systematic error 

introduced.  

Despite the association of multiplicity analysis with the notion of a calibration-free method, the 

multiplicity counting system must be calibrated using representative standards in order to derive the 

greatest potential accuracy from the measurement. If the material type is constrained to a very narrow 

band of chemical and isotopic composition and density, then an empirical calibration using representative 

standards to adjust the neutron detection efficiency and gate fractions results in a multiplicity analysis 

where the uncertainty is dominated by the measurement precision and declaration values of the calibration 

standards.  

A TMU Estimator tool has been developed to assist in the evaluation of the multiplicity assay TMU. The 

tool is a Windows-based application and incorporates each of the uncertainty components discussed in 

this report. This tool will be made available as an open source code. An explanation of the code’s usage is 

provided in Appendix A. 

5.1 FUTURE WORK 

This TMU analysis is limited by the constraints of the traditional point model. Although several 

extensions to the point model exist, they are not widely in use and the performance of the extensions is 

not well documented (i.e., the international standards such as ASTM do not encompass the extensions). 

Extension of this analysis to incorporate the more complex variants of the point model will provide 

greater flexibility in its application as well as more accurate uncertainty estimates. For example, the dual 

energy model potentially addresses the impact of impurities on the assay result. These impurities not only 

introduce large biases into the assay result but also there is a corresponding impact on the accuracy of the 

TMU estimate. 

The uncertainty estimates developed for this study, suggest that additional bias corrections (e.g., fill 

height) could be applied to the multiplicity analysis if sufficient prior knowledge about the item under 

assay is available. Implementation of such bias correction factors could in principle result in improved 

accuracy for items not well represented by the calibration materials. 
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APPENDIX A. MULTIPLICITY TMU ESTIMATOR 

Multiplicity TMU Estimator 

The TMU estimator is developed using Microsoft’s Visual Studio / Visual Basic. The intent is that the 

user will be able to read in existing multiplicity counting data files and analyze them using the present 

common use Point Model Equations. Based on supplemental calibration and item information, the 

contributions to total measurement uncertainty (TMU) are quantified and then combined to provide a 

TMU estimate for the assay. The TMU estimator is intended as an aide to evaluation of measurement 

performance and as a means to identify the more significant sources of uncertainty impacting the assay 

result; however, at this time it has not been fully vetted.  

The parameters included in the default files were developed for the PSMC and ENMC counting systems. 

The parameters can be applied to other systems, but the greater the design differences are, the less 

applicable the empirically determined bias estimates will be, and it is recommended that the parameters 

be reevaluated for the new counting system. 

All nuclear data, calibration, and detector parameters used in the analysis are stored in text files using a 

CSV format. These parameters may be changed to suit the particular assay scenario. The detector 

parameter file may be used to replace the parameters stored in the assay file or to introduce the detector 

uncertainty terms not normally available in the assay result file. The isotopic data file allows modification 

of the isotopic data and uncertainties found in the assay result.  

File Locations 

The software requires that certain directories exist on the computer’s C: drive. The software looks for 

certain default files in these directories (as will be described in the following sections). The required 

folders are shown in the following screenshot. 

 

Main Menu Bar 

 

 

The main menu bar provides five main selections. 

• Constants 

The constants menu item allows review/entry of  
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o Fission Moments  

The values of 𝜈𝑠1, 𝜈𝑠2, 𝜈𝑠3,𝜈𝑖1, 𝜈𝑖2, 𝜈𝑖3, and 𝜙  

The uncertainties and covariances can also be entered.  

o Nuclide Data 

Nuclide half-lives, spontaneous fission yields, (α, n) yields, and 240Puequivalent conversion 

factors. 

• System Parameters 

The menu allows review/entry of system-specific parameters: 

o Calibration Parameters 

Four categories of calibration parameters are entered through the Calibration Parameters 

screen. 

▪ Basic Detector Parameters (efficiency, gate width, gate fractions , dead-time) 

▪ Item-relevant calibration information (type, container information, UPu ratio, density, 

alpha, and moderator content) used to baseline bias calculations 

▪ Multiplication Correction Factor 

▪ A sub-menu to enter Dual Energy Multiplicity Parameters (for future use) 

o Detector Physical Parameters 

This menu allows review/entry of parameters that physically describe the multiplicity 

counting system 

o Empirical TMU Parameters 

This menu allows review/entry of parameters describing the empirically determined biases. 

▪ Typical Multiplication 

▪ Burnup Bias Estimate 

▪ UPu Bias Estimate 

▪ (α, n) Bias Estimate 

▪ Moderator Bias 

▪ Density Effect 

▪ Container Effect 

o Misc. Parameters 

This menu allows review/entry of parameters used to set the  

▪ Statistical Filters 

▪ Iterations for Dithered Histograms 

▪ Number of random positions used to determine fill heights/radial offset biases 

• Item Information 

This menu allows review/entry of parameters that describe the item under assay. 

o Isotopic Declaration 

o Container/Contents Description 

o Selection of the primary (α, n) impurity 

• Select Assay File 

Allow selection of the INCC file to be analyzed  

(At present the TMU tool only reads CAL, RTS and VER data (text) files.) 

• Print 

Prints a series of screenshots of the home screen  

At present, print capabilities for the app are rudimentary. 

• Help 

Future Use 
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Constants 

 

The Constants Menu navigates to the Fission Moments and Nuclide Data entry screens. 

Fission Moments Data Entry Screen 

 

The spontaneous and induced fission moments are entered in this screen. 

Note: the covariance array must be completed even if all off-diagonal entries are zero. 

 

The data is saved in CSV file format. 

The active fission moments data file is always named.  

  current_fission_parameters.csv  

The active fission moments data file must be placed in the directory.  

  C:\multiplicity_tmu\fission_parameters 

Additional fission moment data files may be created and saved using this form. 

The new files may be saved to / read from any directory. 

Pressing the Accept button copies the currently displayed parameters to the 

current_fission_parameters.csv for use in the TMU analysis. 
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Nuclide Data Entry Screen 

 

Nuclide half-lives, spontaneous fission yields, 240Pueffective conversion factors, and the PuO2, PuF4 (α,n) 

yields are entered in this screen.  

 

The data is saved in CSV file format. 

The active nuclide decay data file is always named.  

  nuclide_decay_data.csv  

The active nuclide decay data file must be placed in the directory.  

  C:\multiplicity_tmu\nuclide_data 

Additional nuclide decay data files may be created and saved using this form. 

The new files may be saved to / read from any directory. 

Pressing the Accept button copies the currently displayed parameters to the nuclide_decay_data.csv for 

use in the TMU analysis. 

Note that the “Alpha,n conversion Values” button is not active. 
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Calibration Parameters 

 

Calibration parameters for the “calibration-free” multiplicity analysis are entered here.  

The parameters entered include basic detection, dead-time correction, and multiplication correction factor 

in addition to basic information related to the mass calibration. 

 

• Checking the Point Source, Cavity Center box calculates biases relative to a point source calibration. 

• Checking the Distributed box calculates biases relative to a volumetric mass calibration.  

• Typical Fill Height: The average or typical standards fill height during the calibration. 

• Cal Standard Container Wall Thickness: The wall thickness of the typical standard container used 

during calibration. 
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• Cal Standard Container Wall Material: Material of the containers used during calibration. A bias is 

calculated for stainless steel containers. 

• Cal Standard UPu Ratio: The average UPu ratio of the representative standards used to calibrate the 

system (UPu=0 → PuO2). 

• Cal Standard density: The average or typical bulk density of the representative standards used to 

calibrate the system. 

• Cal Standard 240Pueffective: The average or typical 240Pueffective value of the representative standards used 

to calibrate the system. 

• Cal Standard alpha: The average or typical alpha value of the representative standards used to 

calibrate the system. 

• Cal Standard Moderator Content: The average or moderator content of the representative standards 

used to calibrate the system. Enter in terms of equivalent H2O wt% of the standards. 

The Multiplication Correction Factor is applied to the computed m240 equivalent mass value and the total 

Pu mass value.  

• Apply Correction checkbox: If checked, the multiplication correction will be applied. 

The data is saved in CSV file format. 

The active detector parameter file is always named.  

  det_parameters.csv  

The detector parameter file must be placed in the directory.  

  C:\multiplicity_tmu\detector_parameters 

Additional detector parameter files may be created and saved using this form. 

The new files may be saved to / read from any directory. 

Pressing the Accept button copies the currently displayed parameters to the det_parameters.csv for use in 

the TMU analysis. 

Note: The covariance array must be completed; the diagonal variance entries are NOT automatically 

populated. 

Note: that the “Dual Energy Multiplicity Analysis” button is active; however, the Dual Energy analysis 

has not been implemented. 
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Detector Physical Parameters 

 

These parameters physically describe the assay system; many of these parameters are not presently used 

but are intended for future use. At present the TMU analysis makes use of the following. 

• Cavity Type: Only cylindrical cavities are currently supported. 

• Cavity Height: Distance between the top of the bottom end plug and the bottom of the top end plug 

(cm). 

• Cavity Width or Dia.: The assay cavity ID or shorter horizontal dimension for a rectangular cavity 

(cm). 

• Cavity Length: The assay longer horizontal dimension for a rectangular cavity (cm). 

• Cd liner thickness: The thickness of the inner Cd liner (cm). 

• Tube ID: Inner diameter of the 3He tubes (cm). 

• Tube Active Length: Active length of the vertical 3He tubes (cm). 

• Number of Rows: Number or rows or rings or 3He tubes about the assay cavity. 

• Item Stand Height: Distance from the bottom of the item to the assay cavity floor. 

• Row Radius and Tube Numbers: Tube pattern for the 3He tubes.  
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Note: The radius of the outer most ring of tubes is needed for the volumetric efficiency calculation. 

The data is saved in CSV file format. 

The active detector parameter file is always named  

  current_det_dimensions.csv 

The detector parameter file must be placed in the directory  

  C:\multiplicity_tmu\detector_dimensions 

Additional detector parameter files may be created and saved using this form. 

The new files may be saved to / read from any directory. 

Pressing the “Make Current Item” updates the current_det_dimensions.csv file. 
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Empirical TMU Parameters Entry Screen 

 

The empirical parameter data entry screen allows review/entry of the parameters for the estimation of 

uncertainty contributors. Parameters are entered for  

• Typical Multiplication Estimate 

• Burnup Bias Estimate 

• UPu Bias Estimate 

• (α, n) Bias Estimate 

• Moderator Bias Parameters 

• Density Effect Bias Parameters 

• Container (Wall Thickness) Effect 

The information is stored in a CSV file; note that there is only one file for the empirical parameters, the 

file name and its location are C:\Multiplcity_TMU\misc_parameters\TMU_empirical_parameters.csv. 

After editing the file, the changes may be saved by pressing the “Save” button. 

Each of the following represents a portion of the empirical parameters screen.  

Typical Multiplication 

The typical multiplication is an estimate of the typical multiplication as a function of total Pu mass for a 

given material density, burnup, and UPu ratio. It is used only to provide an estimated measurement 

precision for comparison against the observed precision for the item under assay. The form of the 

expression adds a power function and polynomial to allow for flexibility in representing the estimated 

multiplication value.  

  

Burnup Bias Estimate 

The bias introduced by the difference of the typical 240Pueffective value between the item under assay and the 

calibration standards. This difference can introduce a small bias that increases with the value of alpha. 

The offset parameter a1 should generally be set to 0. 
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UPu Bias Estimate Parameters 

The UPu bias is a function of total Pu mass and the difference of the UPu ratio of the item under assay 

and the calibration items. The reference mass, mref, is an arbitrary a scale factor. Note that changing the 

scale factor requires a corresponding change in the values of UPu_par(2) and UPu_par(3). 

 

(alpha, n) Bias Estimate 

Bias parameters are entered for each of the five low-Z elements (B, Be, C, O, and F). 

The impurity to evaluate is selected in the Item Information Screen. 

 

Moderator Bias Parameters 

The moderator bias is applicable only for relatively small water equivalent impurities (H2O wt% <5). At 

water loading greater than 5 wt%, the bias folds back on itself, resulting in a negative rather than positive 

biases. 
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Matrix Density Effect 

The bias due to density is a function of total Pu mass and the difference of the density of the item under 

assay and the calibration items. The reference mass, mref, is an arbitrary scale factor. Note that changing 

the scale factor requires a corresponding change in the values of a1. 

 

Container Wall Effect 

The container wall effect is an empirical modification of the efficiency applied in the solution of the PME 

based on the difference between the wall thickness of the item under assay and the wall thickness of the 

calibration standards. In the case of a stainless steel container, the walls tend to moderate the detected 

neutrons, resulting in an overestimate of the count rates. To compensate, the neutron detection efficiency 

is modified.  
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Miscellaneous Parameters 

 

The miscellaneous parameters screen, accessed from the System Parameters menu, includes the 

traditional neutron coincidence counting filter settings used to reject cycles determined to be outliers. To 

apply the filters, a minimum number of cycles must have been acquired. The “filters n sigma” value 

represents the number of standard deviations away from the mean; a cycle rate must be in order to reject 

the cycle.  

The iterations entry under Sum Histogram indicates the number of times the summed histogram is 

modified (jittered or dithered) in order to produce standard deviation and estimated covariance for the 

assay if no cycle-by-cycle data is present.  

The number of random container positions is the number of random radial offsets at which the container 

is placed in order to generate the radial offset mass distribution. The same value is used to set the number 

of random fill heights used to create the fill height mass distribution. 

The information is stored in a CSV file. Note that there is only one file for the empirical parameters. The 

file name and its location are C:\Multiplicity_TMU\misc_parameters\TMU_general_parameters.csv. 

After editing the file, the changes may be saved by pressing the “Save” button. 
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Item Information Screen 

 

The item information screen allows for a variety of information about the item under assay to be input.  

 

Isotopics: The isotopic declaration will only be used if the user unchecks the Use INCC Isotopics button 

on the main analysis screen. The user may wish to use this entry to provide the isotopics data for the assay 

if none were present in the assay result file, or to revise the abundance or uncertainty entries. The relative 

abundances are entered as weight fractions. Date format is MM/DD/YYYY. 

Californium-252 is expected to dominate any measurement in which it is present. Entering in 252Cf will 

switch the output screens to display the masses in terms of 252Cf. If 252Cf is present, remember to use the 

appropriate fission parameters. 

Container Information: The container dimensions, ID and height, are entered in cm. The container wall 

thickness and material are used to the container wall thickness correction.  

Fill Height range entries are inactive – fill heights are estimated from the density range and assay mass 

result. 

Material Characteristics: These parameters are used to estimate the biases introduced as the material type 

begins to differ from the characteristics of the standards items used during calibration. 
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Main Screen 

The main screen is divided into functional sections.  

• Count Rate Summary 

• Isotopics Decay Correction and Preliminary Assay Analysis 

• Uncertainty Compoment Overview 

• Total Measurment Uncertainty Summary 

Count Rate Summary 

The count rates from the assay result file (i.e., RTS, VER, or CAL) determined with the parameters set at 

time of assay are presented for reference. To allow investigation of the the impact of various parameters 

on the measurement result, the detector parameters and statistical filters may be overridden and the rates 

reevaluated.  

• Unchecking the Isotopics from INCC File box substitutes the isotopics values from the Item 

Information Screen. 

• Unchecking the Detector Parameters from INCC File box substitutes the efficiency, gate fractions 

factions from the Detector Parameters screen. 

• Unckecking the INCC Deadtime Correction box calculates the dead-time using the Dytlewski dead-

time method (ensure the dead-time parameters c, d, and τ are properly configured before using). 

The revised rates based on the updated parameters are provided in the Average Rates from Histograms 

box. The rates covariance matrices are provided for both the INCC report and the revised rates. The 

uncertainties and covariances are calculated from the cycle-by-cycle rates. For comparison the rates 

determined from the summed histogram are also provided. The summed histogram uncertainties are 

determined from the analytical expression discussed in Section 3.1. 

The uncertainties have also been evaluated using a dithering technique where the summed histogram is 

perturbed in order to evaluate the bin-to-bin cross correlations in the histograms. The rates uncertainties 

from the dithering approach should be equivalent to the calculated uncertainty value reported for the 

summed histograms.  

The ring ratio from the INCC report is also provided (ratio of scaler 1 to scaler 2). 
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Isotopics Data and Initial Results 

If the Isotopics from INCC File box is checked, the isotopic abundances from the INCC file will be 

displayed. If the Isotopics from INCC File box is not checked, the isotopic abundances from the curent 

item file will be displayed. The isotopic abundances are displayed in terms of weight fraction and the Pu 

isotopic abundances, excluding Am, will always sum to 1. The initial values, the abundances at time of 

declaration, are decay corrected to the assay date. 

The 240Pueffective value in terms of (g 240Pu /g Pu) is calculated from the decay-corrected abundances and 

the weighting factors entered from the Nuclide Data screen. The expected alpha value, determined 

assuming the material is in the form of PuO2, and the material adjusted alpha value are presented for 

comparison with the assayed value of alpha. 

The assay results for the INCC file rates and the revised rates are displayed. 

These reported uncertainties represent only the contribution due to the counting statistics and isotopics 

declaration and are equivalent to those provided by the traditional multiplicity anlaysis codes. 
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Contributors to the Total Measurement Uncertainty 

The uncertainty contribution from each of the sources considered are presented in terms of m240 and total 

Pu mass as well as the relative uncertainty (i.e., σm/m) for each component. The uncertainties are divided 

into random and systematic components (systematic are identified by blue labels, random by black 

labels). 

Next to each contributor is a “details” button. Pressing the button will bring up a new screen that provides 

additional information on the determination of the uncertainty component. 

The detector parameters contribution is only displayed if Detector Parameters from INCC File box is 

unchecked. Unchecking the box causes the detector parameters with uncertainty estimates to be read from 

the detector parameters file (c:\multiplicity_tmu\detector_parameters\det_parameters.csv). This is 

because the INCC report files do not included uncertainties for the detector parameters. 

The “info” button is provided as a means to display the parameters used during the analysis if the 

Detector Parameters from INCC File box is checked. 
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Total Measurement Uncertainty – Summary 

The total measurement uncertainty summary sections roll up the uncertainty from each of the 

contributors. The random and systematic contributions are displayed separately, and a summed value 

(simply added in quadrature) is also provided. 

The uncertainty contributions from each of the sources considered are presented in terms of m240 and total 

Pu mass, as well as the relative uncertainty (i.e., σm/m) for each component. 

If a declared mass value was provided from either the input data file or the Item information file, absolute 

and relative differences are provided. 
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Counting Statistics Detail 

The counting statistics contribution is determined in accordance with the methods described in Section 

3.1 of the report. The relative uncertainty is presented in comparison with the expected values determined 

using the typical multiplication values as a function of Pu mass for three values of alpha. The measured 

and expected values should be similar (within a factor of 1.3) for the same value of alpha if there are no 

unexpected interferences. 

The alpha values for the curves may be overwritten to simplify comparison.  

Press the refresh button after entering the desired values. 

 

 

  



 

A-20 

Detector Parameters – Information Pop-Up 

Displays the detector parameters extracted from the input file. 
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Detector Parameters – Detail Page 

Displays the input detector parameters and uncertainty contribution from each. The combined uncertainty 

includes the contribution from the covariance terms. 

The uncertainty contributions from each of the sources considered are presented in terms of m240 and total 

Pu mass, as well as the relative uncertainty (i.e., σm/m) for each component. 
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240Pueffective Conversion 

This screen provides the mass uncertainty due to the uncertainty in the value of 240Pueffective, including the 

impact of the nuclear data uncertainties. The uncertainty contribution to the value of 240Pueffective is 

provided for each component (units in terms of g/g) for all components other than the roll-up value, which 

is presented as a relative uncertainty in terms of percent. 
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Fission Moment Contribution Detail 

The screen provides a summary of the input nuclear data parameters and uncertainties used for the 

analysis.  

The uncertainty contributions from each of the nuclear data values are considered and are presented in 

terms of m240 and total Pu mass, as well as the relative uncertainty (i.e., σm/m) for each component. 
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Axial Response Profile Detail 

The axial response profile of the counter introduces an additional variation in detection efficiency as a 

function of container fill height. The screen provides a summary of the input parameters used in the 

analysis (detector physical properties and container properties) and the resulting uncertainties due to 

improper loading of the container. Plots of the calculated axial response profile and volume average 

efficiency as a function of container fill height are provided. The average, minimum, and maximum fill 

heights are determined from the reported mass value, the typical and bounding densities for the matrix 

material. 

The green, vertical, dashed lines in the plot of relative density with fill height represent the minimum and 

maximum fill heights. The plot provides a visual indication of the impact on the detection efficiency 

relative to declared detection efficiency for the counter. 

The mass distribution as a function of fill height is presented as the probability distribution of mass result 

as a function of reported mass based on a user-selectable number of random container loadings. The 

width of this distribution represents the random contribution to uncertainty, while the difference between 

the midpoint of the distribution and mass value determined using the declared efficiency for the counter 

represents the fill height bias. 
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Radial Offset Detail 

The screen provides a summary of the input parameters used in the analysis (detector physical properties 

and container properties) and the resulting uncertainties due to improper loading of the container. Plots of 

the calculated radial response profile and volume average efficiency as a function of radial offset are 

provided. The radial offset mass distribution represents the probability distribution of mass result as a 

function of reported mass based on a user-selectable number of random container loadings. 
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Empirical Bias Details 
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